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What's New

What’s New in SAS Visual Text Analytics 8.4
Overview
New Features
Performance Enhancements

N 2 -

What’s New in SAS Visual Text Analytics 8.4

Overview

SAS Visual Text Analytics 8.4 in SAS Viya 3.4 offers new features that enable greater control and customization
when modeling and analyzing textual data as well as performance enhancements for some previously existing
features.

New Features

The following features are new for SAS Visual Text Analytics 8.4 in SAS Viya 3.4:
Automatically generate relevant concept rules and fact rules based on existing rules for a concept.
Note: Automatic concept rule generation is an experimental feature in SAS Visual Text Analytics 8.4.

Instantaneously add new CLASSIFIER rules to existing concepts by simply highlighting and selecting text in
the Documents tab.

Use the sandbox associated with each predefined and custom concept to quickly test new rules and subsets
of your model against a document collection.

Select a pipeline template from the new drop-down list in the New Project window when creating a new
project.

View the breakdown of each topic by sentiment in the Results window for the Topics node when a preceding
Sentiment node is used in the pipeline. In addition, the Topics node results include feedback about
documents that do not match a topic.

Kazakh is now supported in addition to 32 other languages. To view the comprehensive list of languages
supported, see “Supported Languages” on page 11.

Stop lists are now provided for the following languages: Arabic, Chinese, Farsi, Japanese, Korean, Tagalog,
Thai, and Vietnamese. With these additions, stop lists are now provided for all supported languages.

Text parsing now supports distributed accumulation. For more information about distributed accumulation,
see “Distributed Accumulation” on page 58.

Analytic store support is now supported for the Concepts, Sentiment, and Categories nodes.
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Performance Enhancements
The following performance enhancements are available with SAS Visual Text Analytics 8.4 in SAS Viya 3.4:

Improved pipeline efficiency. When you run a pipeline after making changes to an analysis node, only the
nodes with outstanding changes will be rerun.

Improved performance when compiling and validating categories.

Improved performance when compiling and validating concepts.



Accessibility

Accessibility in Model Studio 8.4 . ... ... .. . .. . 3

Accessibility in Model Studio 8.4

For information about the accessibility of this product, see Model Studio: Accessibility Features.


http://documentation.sas.com/?docsetId=capa11y&docsetVersion=8.4&docsetTarget=titlepage.htm&locale=en
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SAS Visual Text Analytics 8.4 Supported Languages 1"

What Is SAS Visual Text Analytics in SAS Viya?

Overview

SAS Visual Text Analytics in SAS Viya is a web-based text analytics application that uses context to provide a
comprehensive solution to the challenge of identifying and categorizing key textual data. In SAS Visual Text
Analytics, you can use the following analysis nodes to build and automate models (based on training
documents):

Concepts

Text Parsing

Sentiment

Topics

Categories
You can then customize your models in order to realize the value of your text-based data.
Note: Internet Explorer 11 is not supported for SAS Visual Text Analytics 8.4.

SAS Visual Text Analytics in SAS Viya combines the visual programming flow of SAS Text Miner with the rules-
based linguistic methods of categorization and concept extraction in SAS Contextual Analysis. These
capabilities, along with document-level scoring for each component, are combined in a single user interface.

Using SAS Visual Text Analytics in SAS Viya, you can identify key textual data in your document collections,
build concept and categorization models, and remove meaningless textual data.
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By default, words that provide little or no informational value (stop words) are excluded from topic analysis. A
default stop list is included and automatically applied for several languages. Examples of these words in English
include the articles a, an, and the and conjunctions such as and, or, and but. Other terms that are specific to
your document collection but provide little or no value due to their low frequency are also identified and
excluded. For more information about stop lists, see Text Mining Action Set: Details in SAS Visual Text Analytics
8.4: Programming Guide.

Visual Text Analytics Basics

SAS Visual Text Analytics provides a number of text analysis nodes that are arranged in a sequence that you
control. This sequence takes the form of a pipeline, which empowers you to analyze your document collection
with considerable flexibility. When you run a pipeline, the following analyses are performed on data in your
project:

The Concepts analysis node in SAS Visual Text Analytics enables you to extract predefined concepts or
create additional custom concepts that you can discover in a document or set of documents. For more
information about concepts, see “Concepts” on page 6.

The Text Parsing analysis node finds all the terms that are in your document collection. The Text Parsing
node uses the default stop list provided for the selected project language to determine which terms are
excluded from further analysis. In addition, the Text Parsing node displays useful groups of words such as
nouns with their modifiers that can be used for topic discovery. For more information about text parsing, see
“Text Parsing — Terms and Synonyms” on page 7. For more information about stop lists, see “Start Lists
and Stop Lists” on page 8.

The Topics analysis node groups similar documents in a collection into related themes, or topics. The
documents in each topic often contain similar subject matter, such as motorcycle accidents, computer
graphics, or weather patterns. Automatic topic identification enables you to easily categorize each document
in your collection. For more information about topics, see “Topics” on page 8.

The Sentiment analysis node determines whether documents express positive, neutral, or negative
attitudes. Analysis performed after the Sentiment Analysis node displays a sentiment indicator for each
document. For more information about sentiment scoring, see “Sentiment Scoring” on page 9.

The Categories analysis node labels documents based on their content. You can create categories using
these methods:

Specify category (target) variables in your training documents
Create new categories that correspond to your organization’s interests
Add discovered topics as categories

For more information about categories, see “Categories” on page 10.

The models that are generated for Concepts, Sentiment, Topics, and Categories can then be deployed, and
used to automate the process of labeling input documents. You can also register your models, which allows for
model governance and model change control over time. For more information about registering models, see
“Registering Models” on page 35.

To learn more about each analysis node in detail, continue with the sections below.

Concepts

A concept is a property such as a book title, last name, city, gender, and so on. Concepts are useful for
analyzing information in context and for extracting useful information (Information Extraction). You can write
rules for recognizing concepts that are important to you, thereby creating custom concepts. For example, you
can specify that the concept kitchen is identified when the terms refrigerator, sink, and countertop are
encountered in text.
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SAS Visual Text Analytics provides predefined concepts, which are concepts whose rules are already written.
Predefined concepts save time by providing you with commonly used concepts and their definitions, such as an
organization name or a date. You cannot rename predefined concepts, nor can you view or edit their base
definitions. You can provide additional rules in the Edit a Concept window to modify or extend their behavior.

The table below shows a list of the predefined concepts for English that are included with SAS Visual Text
Analytics, along with their preset priority values. Priority values determine which matches are returned when
overlapping matches occur. For predefined concepts and priority values for all languages, see “About Priority
Values for Predefined Concepts” on page 148.

Table 3.1 Predefined Concepts and Priorities for English

Predefined Concept Description Priority Value
nipDate Any date expression (month, day, year, 18

date)
nlpMeasure Measurement or measurement 20

expression (for example, 500kg or

2300 sq ft)
nipMoney Currency or currency expression 18
nlpNounGroup Nouns and close modifiers that identify 15

a single object or item (for example,
clinical trial). Noun groups are typically
2- to 3- word combinations (but can be
longer)

nlpOrganization Name of a company or government, 25
legal, or service agency (for example,
FBI)

nipPercent Percentage or percentage expression 18
(for example, 96% or 12 percentage
points)

nlpPerson Person’s name, including any 20
associated title

nipPlace Name of a city, country, state, 20
geographical place or region, or
political place or region

nlpTime Time or time expression (for example, 18
6pm or Friday morning)

Note: Some languages use a subset of the predefined concepts listed here.

For more information about writing concept rules, see “Writing Concept Rules: Basic LITI Syntax” on page 83.

Text Parsing — Terms and Synonyms

A parent term is defined as a label for one or more tokens that represent a grouping of variants (one or more
surface forms) that are related, as defined by underlying rules or algorithms. In SAS Visual Text Analytics, a term
is the basic building block for topics, term maps, and category rules. Each term has an associated role that
either is blank or identifies that term’s part of speech. A surface form is a variant of a parent term that is located
in a matched subset of text. Surface forms can include inflected forms, synonyms, misspellings, and other ways
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of referring to a parent term. SAS Visual Text Analytics can identify and classify misspellings of terms based on
similarity and frequency. Because misspellings actually refer to another term, they are treated as synonyms
during analysis.

A synonym list is a way for users to create custom parent terms or to add terms grouped under a parent term. It
is a SAS data set that identifies pairs of words that should be combined as single terms for the purposes of
analysis. Synonyms are applied at the parent level; all variants of each parent term are combined together into
one group. You can specify a synonym list in the Text Parsing node. Synonym lists are stored in data sets and
have a required format.

In SAS Visual Text Analytics 8.3 and previous releases, the terms in a synonym list were applied to only child
terms when using distributed accumulation. Therefore, the child term in a synonym list corresponded to the child
term in the Terms table.

In SAS Visual Text Analytics 8.4, if the child term in a synonym list is the same role as a parent term in the
Terms table, then the parent term and all its children terms in the Terms table will appear under the parent term
in the synonym list. If a child term in the synonym list matches a child term in the Terms table, then only the child
term in the Terms table appears under the parent term in the synonym list.

Note: If a synonym list includes multiple entries that assign the same terms to different parents, then the parsing
results reflect only the first entry.

The synonym list must include the following variables:
TERM, which contains a term to treat as a synonym of the PARENT.
PARENT, which contains the representative term (label) to which the TERM should be assigned.

TERMROLE, which enables you to specify that the synonym is assigned only when the TERM occurs in the
role specified in this variable. A term role is a function performed by a term in a particular context; term roles
include part-of-speech roles, entity roles, and user-defined roles. Users can define these roles in the
Concepts node. In order for the user-defined roles to be available in the Text Parsing node, the Concepts
node needs to precede it in the pipeline. TERMROLE can also have an empty value.

You can also include the variable PARENTROLE, which enables you to specify the role of the PARENT.

Note: SAS Visual Text Analytics 8.4 requires that a role is provided for each term in the synonym list that has
more than one role in the terms list. If a role is not provided for each term in the synonym list that has more than
one role in the terms list, you could encounter an error that will cause processing to stop.

Start Lists and Stop Lists

You use start lists and stop lists to control which terms are kept or dropped during text parsing. The parsing
results also control the terms that are used in topic discovery. A start list is a data set that contains a list of terms
to include in the parsing results. If you use a start list, then only terms that are included in that list appear in
parsing results. A stop list is a data set that contains a list of terms to exclude from the parsing results. You can
use stop lists to exclude terms that contain little information or that are extraneous to your text mining tasks. A
default stop list is provided for all supported languages in SAS Visual Text Analytics 8.4 in the library
ReferenceData.

Start lists and stop lists have the same required format. You must include the variable TERM, which contains the
terms to include (start) or exclude (stop). You can also include the variable ROLE, which contains an associated
role. If you specify a ROLE variable, then terms are kept (for a start list) or dropped (for a stop list) only if their
role is the one that is specified in the ROLE variable.

Topics

Topics are derived from natural groupings of important terms that occur in your documents. In SAS Visual Text
Analytics, topics are automatically generated and assigned to documents. A single document can contain more
than one topic.
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The interactive window for the Topics node displays all the topics that SAS Visual Text Analytics identified. The
default name of a topic is the top five terms that appear frequently in the topic. These terms are sorted in
descending order based on their weight.

Sentiment Scoring

Sentiment analysis is the process of identifying the author’s tone or attitude (positive, negative, or neutral)
expressed in a document. SAS Visual Text Analytics uses a set of proprietary rules that identify and analyze
terms, phrases, and character strings that imply sentiment. A sentiment score is then assigned, based on that
analysis. Using these rules, the software is able to provide repeatable, high quality results.

The assignment of sentiment to a document is based on the attitude that is associated with the document as a
whole. For example, the following document would have a positive sentiment: Had an awesome time
yesterday. Glad I bought my tent from Store XYZ.

Because documents can be associated with multiple words or terms that imply sentiment, SAS Visual Text
Analytics uses a scoring system to assign a final sentiment score. Below is the list of languages that have the
officially supported base sentiment model:

Arabic
Chinese (Simp./Trad.)
Dutch
English
Farsi
French
German
Italian
Japanese
Korean
Portuguese
Spanish
Turkish

If a sentiment model does not exist for the project language, the following message appears: No default
sentiment model exists of the language ‘PROJECT LANGUAGE’ . The Sentiment node runs without
errors, but it does not produce any results. However, you can upload your own sentiment model in SAS Visual
Text Analytics.

The following list provides basic information about how sentiment scoring works. (The information has been
simplified to illustrate key concepts.)

Each positive term or phrase is worth a single (positive) point.

Each negative term or phrase is worth a negative point.

If there are more positive terms or phrases than negative, the final sentiment score is positive.

If there are more negative terms or phrases, the final sentiment score is negative.

If there are an equal number of positive and negative terms or phrases, the sentiment score is neutral.

The formulas used in calculating each sentiment score is shown below:



10 Chapter 3 / Introduction to SAS Visual Text Analytics on Viya

RawScore(object) = [Z rule_weight « pos_to_neg_ratio — Z rule_weight )

pos nag

CummulativeScore(object)
= RawScore(object) + Eopitgsionitg * CummulativeScore(child)

PositiveProb(ebject) = sigmoid(CummulativeScore(object))

1

Where sigmoid(x) = Fyw=rren)

Definitions for the formulas above are as follows:
Lambda is the weight of the corresponding node.
The value rule_weight is the weight of the individual sentiment rule.

The value object refers to a node in the taxonomy, and the document itself is considered as the topmost node
in the taxonomy.

Categories

A category identifies a group of documents that share a common characteristic. For example, you could use
categories to identify the following:

areas of complaints for hotel stays
themes in abstracts of published articles
recurring problems in a warranty call center
You can create a category using one of the following methods:
Add a topic as a category
Specify a category variable
Create a new category in the interactive window for the Categories node

The Categories node cannot process unary categories. You can edit the rules that are automatically generated
for category variables and for topics that are added as categories. You can also write your own rules for custom
categories.

Note: The category rules are in the format that SAS Visual Text Analytics uses (MCAT), rather than in LITI
format. You can refer to LITI concepts from within categories.

For information about writing category rules, see “Writing Category Rules: Boolean Rules” on page 102.

Using Taxonomies

In SAS Visual Text Analytics, you can create category and concept rule sets, which are organized into a
taxonomic structure. Each taxonomy consists of free nodes (not to be confused with analysis nodes). Each tree
node is a container for one or more rules. The taxonomy is used to organize rules and reflect the overall model
design and to make testing, refinement, and maintenance of rules easier. Rules can explicitly reference other
tree nodes, but there are no implied dependencies within the tree that impact results (like dependencies of
inheritance).

Concept and category taxonomy trees can be organized in any way that is useful for your objectives. However,
using a careful and principled design process is recommended for larger projects. For example, commonly
referenced rules should be placed in a location where they are easy to find and their shared status is apparent.
Naming concept or category tree nodes should enable easy navigation among nodes. For information about
naming conventions, see Create a custom concept in “Considerations when Creating a Custom Concept” on
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page 40. Each category node in the tree is a container for a single rule. By contrast, under a concept node,
there can exist multiple rules.

Supported Languages

SAS Visual Text Analytics 8.4 supports the following languages. To license additional languages, See your SAS
sales representative.

Table 3.2 SAS Visual Text Analytics 8.4 Supported Languages
Arabic
Chinese (Simp./Trad.)
Croatian
Czech
Danish
Dutch
English
Farsi
Finnish
French
German
Greek
Hebrew
Hindi
Hungarian
Indonesian
Italian
Japanese
Kazakh
Korean

Norwegian (Bok./Nyn.)
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Polish
Portuguese
Romanian
Russian
Slovak
Slovene
Spanish
Swedish
Tagalog
Thai
Turkish

Vietnamese
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Getting Started

Preparing the Document Collection

Before you create a project in SAS Visual Text Analytics, you need to prepare your document collection for
analysis. SAS Visual Text Analytics enables you to analyze document collections stored in various formats. For a
complete list of supported data formats, see “Making Data Available to CAS” in SAS Data Explorer: User’s
Guide. You can select a data source and then identify the text variable that you want to analyze. You also have
the option to select category variables for analysis.

When you prepare the input document collection, you should select a set of documents that is representative of
the documents that you want to process later. The terms and patterns that exist in the input document collection
influence the creation of any models.

Your priorities for the creation of the input document collection depend on the specific goals of your Text
Analytics project. However, the following guidelines can help you prepare your input document collection:

For categorization projects, you should include at least 200—400 documents for each category that you want
to target.

For complex categories, a collection of 2000—-3000 documents for each category that you want to target is
ideal.


http://documentation.sas.com/?docsetId=datahub&docsetVersion=2.2&docsetTarget=n08ysqrqe3rexzn1c5gwo61noixg.htm&locale=en
http://documentation.sas.com/?docsetId=datahub&docsetVersion=2.2&docsetTarget=n08ysqrqe3rexzn1c5gwo61noixg.htm&locale=en
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In order to take advantage of interactive visual displays, reduce the size of very large document collections.
Very large collections take a longer time to render in term maps, for example.

In SAS Visual Text Analytics 8.4, you can import documents that are larger than 100 KB. However, importing an
extremely large document can result in a data-loading error, and can cause trouble when viewing the data table.
Also, extremely large documents can lead to slower performance in an interactive window, as well as truncation
of information in a documents table.

For document collections that are not prepared for analysis, you can leverage the document conversion feature
in the Browse Data window. For more information about document conversion, see “Overview of Document
Conversion” in SAS Data Explorer: User’s Guide.

Note: The input CAS table should not contain a variable named _ uniqueid . SAS Visual Text Analytics
generates a __uniqueid__ variable during project creation, and having a duplicate of this variable can result in
an error.

Creating a Project

To create a project in Model Studio, complete the following steps:

1 Navigate to the Projects page, and click New Project in the upper right corner of the page. The New Project
window appears.

New Project

Mame: ™

ype: *
Text Analytics v
Template:

Text Analytics: Generate Concepts, Topics, and Catego... v

Data: *
Browse
eyl e T=T.]
Project language:
English v

Description:

Save Cancel

2 Enter a project name in the Name field.


http://documentation.sas.com/?docsetId=datahub&docsetVersion=2.2&docsetTarget=p1sv89vo4n8f03n0zvq0k90i8g3t.htm&docsetTargetAnchor=p0djykgy2p8o16n11ceibyt2lk2o&locale=en
http://documentation.sas.com/?docsetId=datahub&docsetVersion=2.2&docsetTarget=p1sv89vo4n8f03n0zvq0k90i8g3t.htm&docsetTargetAnchor=p0djykgy2p8o16n11ceibyt2lk2o&locale=en
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3 Select Text Analytics from the drop-down list in the Type field.
4 Select a pipeline template from the drop-down list in the Template field.

5 Click the Browse button in the Data field to open the Choose Data window. Select the data source that you
want to use, and click OK.

6 Select a project language from the drop-down list in the Project language field. For a comprehensive list of
the languages that are supported in SAS Visual Text Analytics 8.4, see “Supported Languages” on page 11.

7 Click Save in the lower right corner of the New Project window.

After you create your new project, Model Studio takes you to the Data tab. Here, you can make adjustments to
data source variable type and role. Once a project is created, any changes that you make to it are automatically
saved. For more information about the Data tab, see “Assigning Variables in the Data Tab” on page 15.

Assigning Variables in the Data Tab

Once a project has been created, double click on the project to open it. The Data tab displays the variables in
the data set, the variable type (Numeric or Character) of each variable, each variable's role (Category, Text, or
Key), and display status (Yes or No). Model Studio requires you to assign the role of Text to one variable in your
data set. To assign variable roles, complete the following steps:

1 Select a variable from the Variable Name column.
2 In the upper right corner of the Data tab, select the desired role from the drop-down list under Role.
3 Once arole is selected, it is automatically assigned to the selected variable.

Variables that are assigned the role of Category appear in the Categories pane when the option Automatically
generate categories and rules is selected. For more information about categories, see “Using the Interactive
Window for the Categories Node” on page 70. Display variables become columns in the Documents tab of all
pipeline nodes with the exception of the Data node and Sentiment node. To change the display status of
variables, click the check box to the left of each variable that you want to modify. Once variables have been
selected, click the check box next to Display variable in the upper right corner of the Data tab. The display
status of the selected variable or variables changes instantly.

Note: As long as a variable is assigned the role of Text , it acts as a display variable. However, you can choose
whether to display variables assigned the role of Category.

Changing the Data Source

After you run a pipeline, you can change the data source without having to create a new project. To change the
data source, navigate to the Data tab. In the upper left corner of the Data tab, click 3. The Browse Data window
appears, and you can select a new data source. Once you select a new data source, click OK to begin the
process of replacing the original data source. After you replace a data source, you can assign variable roles and
run your pipeline.

Note: Replacing a data source does not affect node settings.

Customizing Views in the Data Tab

In the Data Tab, there are two different ways of viewing the information present. The default view in the Data Tab
shows the Variables table, which has columns for Variable Name, Type, Role, and Display Variable. The
second option for viewing information about the data set being used is the View table option. To switch from the
Variables table to the View table, click the E& icon in the upper left corner of the Data tab, next to the filter bar.
The View table shows greater detail, and has a column for each of the variables in the data set.
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To customize your view in the Variables table
a column.

Variable Name

, you can right-click on column headings to resize, sort, or freeze

M
_ Resize
__uniqueid__
) Freeze
Description
Cort A r X
Alcoho == ’ Add to sort (ascending)
Sl A Fe s e al=1sTallz ||
Character_Count AddTo soft {descending)
Excerpt Sort (ascending)
) Sort (descending
D
ocation Ermove s

You can also customize your view in the View table, which contains a similar set of options. However, the View
table also offers a Resize column to fit option.

Lollam s

Resize

ize column to fit

Resizing columns is advantageous when there are lengthy documents in your collection, as it enables you to

see, add, or discard columns in the Manage columns window, which is made available by clicking the ? icon in
the top right corner of the Data tab. In the window, a list of Hidden columns and a list of Displayed columns

are shown.
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x
Manage Columns

Hidden columns (0): Displayed columns (13):
1D
Varietal
Title
MNo items Excerpt
Points
Price
Location
Description
- Alecohel
Year
Character_Count
QualityGRP

__unigueid__

o I

Using the icons between the two lists, you can move variables from the Displayed columns list to the Hidden
columns list, and from the Hidden columns list to the Displayed columns list.

Sharing a Project

After creating a project, you can share it with others in your organization. Model Studio enables you to share
projects with user-defined groups.

The Model Studio implementation of sharing is distinct from project sharing as performed in SAS Drive. Any
projects that you share using SAS Drive do not retain the same settings for user groups in Model Studio. Also,
any projects that you share using Model Studio do not retain the same settings for users in SAS Drive. For more
information about the authorization service, see SAS Viya Administration: General Authorization. For more
information about SAS Drive, see SAS Drive: Getting Started.

To share a project:

1 Select the desired project by clicking the check box in the project tile, and then click the : icon next to the
Project page Toolbox.


http://documentation.sas.com/?docsetId=calauthzgen&docsetVersion=3.4&docsetTarget=titlepage.htm&locale=en
http://documentation.sas.com/?docsetId=drivegs&docsetVersion=1.2&docsetTarget=titlepage.htm&locale=en
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Charitable Giving
Data Mining and Machine Learning

Medified by:
Date medified Mar 19,2019, :27:33 ...

i

2 Select Share.

3 The Share Project window appears.

Share Project: Charitable Giving

Q Private project

(O Share project

Cancel

4 Select Share project.

5 Configure the groups by clicking the 4 icon. Use the Choose Groups window to select which groups you
want to share access with.
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x
Choose Groups

Available groups (3): Selected groups (0):

Country: United States
DomainEmployees )
Mo items
OpenStack Users

+ir

Cance

Once groups have been configured, click OK.

6 By default, group members can modify the shared project. To disable this feature, select Read-Only.
Note: The following features apply to shared projects:
Only the owner of a shared project can change shared status of that project.
Only the owner of a shared project can delete that project.

If a project is not shared in Read-Only mode, then only one person can have the project open at a time.
Shared projects that are currently open are indicated with a & icon on the Projects page.

If a project is shared in Read-Only mode, nobody can make changes to the project, including the project
owner.

SAS Administrators must be included in any group that the project is shared with.

7 Once the configurations are set on the Share Project window, click OK to share. You can see that your
project has been shared on the project tile.
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Charitable Giving (Read-Only)
Data Mining and Machine Learning

You can also remove sharing of a project. To do this, repeat steps 1 through 3 above, but in the Share Project
window select Private project and click OK. This removes shared access to the project.

Promotions and Upgrades within SAS Viya

Promotions Considerations

A promotion is the process of making resources that exist in one environment present, available, and usable in
another environment. The promotion process consists of exporting the resources from the source environment
and then importing the resources to the target environment. For more information about promotions, see
Promotion: Overview .

Consider the following information before performing a promotion:

The owner of a project that is being promoted must sign in to the target environment before any projects can
be imported. If you are a project owner, it is recommended that you promote your own individual projects.

Before you promote a project, you must promote the input data for that project to the target environment.

A user-created pipeline or node template must be promoted separately before you can use it in a new
project. If a custom template is derived from another template in The Exchange, both templates are required
to be on the source system in order to successfully import projects that use the template.

You must rerun all nodes and pipelines in a promoted project before the results are available on the target
environment.

Promotions from Model Studio 8.2 to Model Studio 8.3
and Later

When promoting a project from Model Studio 8.2 to a newer version of Model Studio, consider the following
information:


http://documentation.sas.com/?docsetId=calpromotion&docsetVersion=3.4&docsetTarget=p0f0849kr3x4dyn1tu3i7lxgnngc.htm&locale=en
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Before promoting a project from Model Studio 8.2, you must first apply the latest software update on the
Model Studio 8.2 server.

When promoting a project from a Model Studio 8.2 system to a different Model Studio environment, you must
promote any templates used by that project to the target environment. Both projects and templates must be
promoted using the CLI (Command Line Interface) in this scenario. Instructions for using the CLI to promote
projects and templates can be found in “Promotion within SAS Viya: Instructions” in SAS Viya Administration:
Promotion (Import and Export).

Note: When upgrading from Model Studio 8.2 to Model Studio 8.3 and beyond within the same environment,
project tiles are not displayed appropriately until the project is manually upgraded.

Promotions from Model Studio 8.3 to Model Studio 8.3
and Later

You can promote projects, pipeline templates, and node templates from Model Studio 8.3 to Model Studio 8.3
and later. Before promoting your content from Model Studio 8.3, consider the following information:

If you need to quickly promote a single project within the same version of Model Studio, use the instructions
in “Importing and Exporting a Project” on page 23 to export the project from the source environment and
import the project in the target environment.

To promote a project or template from Model Studio 8.3 to Model Studio 8.3 or later, you can follow either the
CLlI instructions or the Wizard instructions found in “Promotion within SAS Viya: Reference” in SAS Viya
Administration: Promotion (Import and Export).

Upgrade Considerations
An upgrade to Model Studio adds significant feature changes or improvements to the product.
Consider the following information before performing an upgrade:

If you are upgrading Model Studio within the same version of SAS Viya, see “Adding SAS Viya Software to a
Deployment and Upgrading Products in SAS Viya 3.4” in SAS Viya for Linux: Deployment Guide for more
information.

If you are upgrading Model Studio in addition to upgrading SAS Viya, see “Upgrading to SAS Viya 3.4 from
Earlier Versions of SAS Viya” in SAS Viya for Linux: Deployment Guide for more information.

After all the steps have been completed in the SAS Viya for Linux: Deployment Guide and Model Studio or
SAS Viya has been upgraded, users can upgrade their individual projects. To upgrade a project:

Sign in to Model Studio. The (&) icon in the lower left corner of the project tile indicates that the project has
not been upgraded.

Open the project that you want to upgrade, and click the Upgrade button in the Upgrade Project window.


http://documentation.sas.com/?docsetId=calpromotion&docsetVersion=3.4&docsetTarget=n0ucexhkgs4rfgn12219vojr14nf.htm&locale=en
http://documentation.sas.com/?docsetId=calpromotion&docsetVersion=3.4&docsetTarget=n0ucexhkgs4rfgn12219vojr14nf.htm&locale=en
http://documentation.sas.com/?docsetId=calpromotion&docsetVersion=3.4&docsetTarget=n0y8myshonb0fvn1egg1e4qzt0l5.htm&locale=en
http://documentation.sas.com/?docsetId=calpromotion&docsetVersion=3.4&docsetTarget=n0y8myshonb0fvn1egg1e4qzt0l5.htm&locale=en
http://documentation.sas.com/?docsetId=dplyml0phy0lax&docsetVersion=3.4_20190723&docsetTarget=n0w37tlhoww4wmn1s1w563uo23mn.htm&locale=en
http://documentation.sas.com/?docsetId=dplyml0phy0lax&docsetVersion=3.4_20190723&docsetTarget=n0w37tlhoww4wmn1s1w563uo23mn.htm&locale=en
http://documentation.sas.com/?docsetId=dplyml0phy0lax&docsetVersion=3.4_20190723&docsetTarget=n07ugb1h3rhjqjn1equl5zhx8hhd.htm&locale=en
http://documentation.sas.com/?docsetId=dplyml0phy0lax&docsetVersion=3.4_20190723&docsetTarget=n07ugb1h3rhjqjn1equl5zhx8hhd.htm&locale=en
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Project " pr_ForestReport” was last opened in an earlier version of
Model Studio. You must upgrade the project in order to open it.
Mote that the upgrade process might take some time. Do you
want to upgrade the project to your current version of Mode
Studio?

Upgrade Cancel

When a shared project is upgraded, it becomes a private project. After you upgrade a project, you must re-
share it. It is recommended that you take note of all your shared projects, and with whom they are shared,
before upgrading.

If you are the project owner, you must upgrade the projects that you created. SAS Administrators cannot
upgrade projects that are created by other users.

Before you upgrade a project, you must load the input data for that project to the target environment.

After your project is upgraded and you run your pipelines, the models in the project are no longer registered.
You must re-register and re-publish your models.

Promotion Considerations Specific to SAS Visual Text
Analytics

When promoting a SAS Visual Text Analytics project, consider the following information:

Before promoting a project, run all pipelines that are used by that project to ensure that custom components
are preserved. For example, topics that are added as categories will not be preserved after a promotion if
this action is not completed.

When you promote a project that uses a custom start list, stop list, synonym list, or sentiment model, you
must promote those custom components to the target environment before promoting the project. Otherwise,
pipelines containing nodes that use those components will fail in the target environment.

If promoting a project that contains user-specified category variables to a more recent version of SAS Visual
Text Analytics, run the pipeline that contains that Category node after the project has been promoted.
Otherwise, the rules created for automatically generated categories reflect those from the older SAS Visual
Text Analytics environment instead of those generated within the new SAS Visual Text Analytics
environment.

Import of categories and concepts whose names contain colons will fail if transferring a SAS Visual Text
Analytics project to a newer version of SAS Visual Text Analyticsin a separate environment. However, if you
promote a project to a newer version of SAS Visual Text Analytics within the same environment, projects
containing categories or concepts with invalid names do upgrade successfully.

Topics that are created by merging two topics are preserved when upgrading to a newer SAS Visual Text
Analytics environment, but do not produce document matches. To generate matches for a merged topic, re-
create the topic in the new environment and rerun the pipeline.

If you are upgrading to a newer SAS Visual Text Analytics environment, or transferring a project from an older
SAS Visual Text Analytics environment to a newer environment, complete the following steps. These steps
enable you to preserve user-defined topics when promoting a project.
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1 Apply the latest software update on the server hosting the older SAS Visual Text Analytics environment.
2 Open the project containing the user-defined topics.

3 After opening the project containing the user-defined topics, you can proceed with your upgrade to the newer
SAS Visual Text Analytics environment.

Importing and Exporting a Project

To import or export a project, you must belong to the SAS Admin group. Only projects that were created using
SAS Visual Text Analytics 8.4 can be imported into a SAS Visual Text Analytics 8.4 environment. To import a
project that was created in an earlier version of SAS Visual Text Analytics, you must follow the instructions
provided in “Promotions and Upgrades within SAS Viya” on page 20. To export a project, complete the following
steps:

1 On the Projects page, select the project that you want to export.
2 Click the : icon and select Export.

The project files will immediately begin to download. SAS Visual Text Analytics projects are stored as JSON
files.

Note: JSON files are saved in a ZIP file that you specify when exporting a project.

In order to import a project, complete the following steps:

1 Click the : icon and select Import. If you also have SAS Visual Forecasting or SAS Visual Data Mining and
Machine Learning installed, select Import = Visual Text Analytics.

2 In the Import Text Analytics Project window, specify the location of the project and an associated data set.
When you import a project, you must specify the ZIP file that was saved when you exported the original
project.

3 Click Import.

Importing a SAS Contextual Analysis Project

Overview

SAS Visual Text Analytics offers the ability to import a SAS Contextual Analysis project. With the click of a
button, users can import concepts and categories from an existing SAS Contextual Analysis project into SAS
Visual Text Analytics. This eliminates the need to manually redefine rules and taxonomies that were created in a
SAS Contextual Analysis project. When importing a project from SAS Contextual Analysis, keep the following in
mind:

Projects that have more than 3000 categories or concepts can result in an error during the import process.
Increasing Java heap size reduces the chance that an error will occur when importing projects with large
taxonomies.

Some part-of-speech tags are mapped from SAS Contextual Analysis to SAS Visual Text Analytics, and can
surface differently depending on the mapping.

When a project is imported from SAS Contextual Analysis, SAS Visual Text Analytics imports the following:



24 Chapter 4 / Managing Projects

Predefined Concepts
Custom Concepts
Custom Categories

Predefined concepts can surface in different ways when a project created in SAS Contextual Analysis is
imported in SAS Visual Text Analytics. SAS Visual Text Analytics does not support all imported predefined
concepts, such as TIME_PERIOD. Imported predefined concepts that are not supported in SAS Visual Text
Analytics still appear in the Custom Concepts list. However, no rule is generated for that concept, which means
you have to write the rules for it.

Imported predefined concepts that are supported in SAS Visual Text Analytics appear in the Predefined
Concepts list. If custom rules were added to a supported predefined concept in SAS Contextual Analysis, they
are shown in the Edit a Concept panel when that concept is selected.

There are some predefined concepts that are not supported in SAS Visual Text Analytics for which rules are still
created. These predefined concepts are placed in the Custom Concepts list, and their rules point to hidden
definitions in order to enhance backward compatibility. These rules are preceded by a lowercase s to signify that
the rule points to a hidden SAS concept. Here is an example of what a rule for this type of predefined concept
would look like: CONCEPT : sAddress.

Note: Concepts are imported only if the name of the concept is restricted to single-byte letters, numbers, and
underscores.

When you import a SAS Contextual Analysis project, the categories contained within that project are imported
along with it. There are differences in the ways that categories are surfaced in SAS Visual Text Analytics relative
to the ways that they appear in SAS Contextual Analysis.

One of the most noticeable differences is the way that SAS Visual Text Analytics counts the number of
documents that contain matches for a category. Matches found for a child category are rolled into the number of
matches found for a parent category in SAS Contextual Analysis. However, the matches found for a child
category in SAS Visual Text Analytics are not rolled up to their parent category. This means that you might see
fewer matches in SAS Visual Text Analytics than in SAS Contextual Analysis for the same category.

TIP When you import a category with a SAS Contextual Analysis project, consider the following:

If you create a category variable, ensure that you did not use that same variable as a category variable
in the project that you are importing. This results in an error if you select the Automatically generate
categories and rules option.

Categories that are created in a SAS Contextual Analysis project are imported and displayed under All
Categories in the Categories panel.

How do | Import a Project from SAS Contextual
Analysis?

On the Projects page in SAS Visual Text Analytics, you can import a project from SAS Contextual Analysis. In
order to import a project from SAS Contextual Analysis, complete the following steps:

1 In the upper right corner of the Projects page, select the : icon.

2 Select Import. If you have SAS Visual Forecasting or SAS Visual Data Mining and Machine Learning
licensed in addition to SAS Visual Text Analytics, be sure to select Text Analytics.
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In the Import Text Analytics Project window, click the Browse button next to the File (json): field and select
the project that you want to import. You are returned to the Import Text Analytics Project window.

Name your project in the Name: field.
Select a project language from the drop-down menu in the Language: field.

Select a data source using the Browse function for the Date source: field, and click OK. This returns you to
the Import Text Analytics Project window.

Click Import in the bottom right corner of the Import Text Analytics Project window.

Note: When importing a project, there is no indication that the import is taking place. However, once the import
is complete, the project is shown on the Projects page.

When a project is successfully imported, users can view the Project Import Log for details about the following:

Creation of categories
Creation of concepts
Location of imported predefined concepts

Errors that occurred during the import process

In order to view the Project Import Log, open the imported project from the Projects window.
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This brings you to the Data tab, which is located within the project window. In the upper right corner of the
project window, click the &% icon and select Project log.

&~

Project log

The project log appears, showing all errors, warnings, and notes associated with the project. When you finish
reviewing the Project Import Log, click Close in the lower right corner of the window.
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Model Studio projects are built around one or more pipelines. A pipeline is a process flow diagram that can be
used to represent a sequence of analytical tasks. These analytical tasks are represented as individual nodes in

a pipeline.

By default, the initial pipeline for a project uses the template that was specified when the project was created.

You can create new pipelines using different templates, and you can make changes to the initial pipeline.

Creating a New Pipeline

In Model Studio, pipelines contain the nodes that process data and create models. A project can contain multiple

pipelines.
To create a new pipeline:

1 Navigate to the Pipelines tab.

2 Click the 4 icon next to the current pipeline tab in the upper left corner of the canvas.
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The New Pipeline window appears.
3 Give the pipeline a name and an optional description.

4 |In the Template field, your recently used templates are available. To use a template that you have not used
recently, select Browse templates and select a template in the Browse Templates window.

5 Click Save.
You can also duplicate a pipeline. Click the ¢ icon next the current pipeline tab in the upper left corner of the
canvas and click Duplicate.

Note: The duplicate functionality is not available in SAS Visual Text Analytics 8.4.

Actions on the Pipeline

Click the : icon on the current pipeline tab in the upper left corner of the canvas to perform the following
actions:

Run — Runs the entire pipeline.
Stop — Stops the run when the pipeline is running.

Duplicate — Creates a duplicate pipeline. The name is appended with a number. You can rename the
duplicate after it is created.

Note: The duplicate functionality is not available in SAS Visual Text Analytics 8.4.
Rename — Renames the pipeline.

Save to The Exchange — Saves the pipeline with the nodes and any settings applied to those nodes as a
template to The Exchange. The new templates can be used in other projects.

Delete — Deletes the pipeline. This option is available when you have more than one pipeline in your
project.

Show overview map — Places a map of the pipeline in the upper left corner of the canvas.

Expand header — Provides a space at the top of the tab to add a description or other text that might be
useful. The text can be formatted.

Modifying a Text Analytics Pipeline

Pipelines are flexible. You can create additional pipelines or modify the default pipeline by adding different
nodes. The different nodes within a pipeline are organized into groupings of nodes that share similar
characteristics, and are visually grouped by color. The pipeline groupings in SAS Visual Text Analytics are as
follows:

1 Natural Language Processing, which includes the Concepts and Text Parsing nodes.
2 Feature Extraction, which includes the Topics node.

3 Text Modeling, which includes the Categories node.
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4 Miscellaneous, which includes the Sentiment node.

When you add a node to a pipeline, a set of governing rules is applied to ensure the proper ordering of the
nodes. If a node is upstream relative to another node, then it is a parent node. If a node is downstream relative
to another node, then it is a child node. Some nodes cannot be created without the appropriate parent or child
node. For example, a Topics node requires that a Text Parsing node precedes it. If such a predecessor does
not exist, then the governing rules prevent the inclusion of a Topics node. In order to add a new parent node to a
pipeline, complete the following steps:

1 Navigate to the pipeline view.

2 Right-click on an existing node in the pipeline, and select Add parent node from the pop-up menu.
3 Select the desired node type from the resulting pop-up menu.

In order to add a new child node to a pipeline, complete the following steps:

1 Navigate to the pipeline view.

2 Right-click on an existing node in the pipeline, and select Add child node from the pop-up menu.
3 Select the desired node type from the resulting pop-up menu.

Where applicable, the output of a given node is used within (flows into) its successors. Here are some
examples:

When one or more Concepts nodes precede a Text Parsing node, the Text Parsing node uses the concepts
from all its predecessor nodes during text parsing and extracts relevant terms.

When a Text Parsing node precedes a Concepts or Categories node, all the kept terms from the Text Parsing
node are included in the concepts and categories interactive views as textual elements. These textual
elements can be used to develop rules for concept extraction or categorization.

When a Topics node precedes a Categories node, you can select one or more topics in the Topics interactive
window and add them as categories. These categories and the associated category rules are automatically
created when any of the succeeding Category nodes run.

Within the rules in a Categories interactive window, you can refer to concepts defined in the preceding
Concepts node. For more information about referring to concepts in categorization rules, see “Introduction to
Category Rules” on page 102.

Within the interactive views that follow a Sentiment node, the document level sentiment information is shown
alongside the document text.

Overview of Templates

Model Studio supports templates as a method for creating statistical models quickly. A template is a special type
of pipeline that is pre-populated with configurations that can be used to create a model. A template might consist
of multiple nodes or a single node. Model Studio includes a set of templates that represent frequent use cases,
but you can also create models themselves and save them as templates in the toolkit.

Creating a New Template from a Pipeline

To create a template from a pipeline:
1 Click the : icon next to the pipeline tab in the upper left corner of the canvas.

2 Select Save to The Exchange.
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3 In the Save Pipeline to The Exchange window, enter a Name and Description for the new template.
4 Click Save.

You can also create templates from singular nodes. To create a template from a node:

1 Right-click on the desired node. Select Save As. The Save Node to The Exchange window appears.
2 Inthe Save Node to The Exchange window, enter a Name and Description for the new template.

3 Click Save.

Running a Pipeline

There are two ways to run a pipeline:

1 Run all the nodes of the pipeline sequentially, starting with the Data node. This is done by clicking the

Fun Pineline | button in the upper right corner of the canvas. This can also be done by clicking the : icon

next to the current pipeline tab in the upper left corner of the canvas and clicking Run.

2 Run one branch of the pipeline, running only the selected node, and all nodes preceding that node by
arrows. This is done by right-clicking a node, and selecting Run. For the pipeline to have been fully
considered as having run in SAS Visual Data Mining and Machine Learning and SAS Visual Forecasting, you
must use the Model Comparison node to run all the nodes in the pipeline.

To interrupt a running pipeline, click the ¢ icon next to the current pipeline tab in the upper left corner of the
canvas and click Stop.

Available Templates
The following Node templates are included with Model Studio:

Node Name Node Description Product

Anomaly Detection Identifies and excludes anomalies (observations) Data Mining and Machine Learning
using the support vector data description.

Auto-forecasting Use an ESM, ARIMAX, IDM, or UCM model to Forecasting

generate forecasts.
Batch Code Runs SAS batch code. Data Mining and Machine Learning
Bayesian Network Fits a Bayesian network model for a class target. Data Mining and Machine Learning
Categories Classifies documents by subject. Text Analytics
Clustering Performs observation-based clustering for Data Mining and Machine Learning

segmenting data.

Concepts Extracts specific information from text. Text Analytics



Node Name

Data Exploration

Decision Tree

Ensemble

External Forecasts

Feature Extraction

Filtering

Forest

GLM

Gradient Boosting

Hierarchical Forecasting

Hierarchical Forecasting

(Pluggable)

Imputation

Linear Regression

Logistic Regression

Manage Variables

Multistage Model

Naive Model

Neural Network

Node Description

Displays summary statistics and plots for variables in
your data table.

Fits a classification tree for a class target or a
regression tree for an interval target.

Creates a new model by taking a function of
posterior probabilities (for class targets) or the
predicted values (for interval targets) from multiple
models.

Reads forecasts that are generated by an external
source.

Generates features based on PCA, robust PCA,
SVD, or autoencoders to use as inputs. Note that
PCA, SVD, and RPCA use interval inputs only.

Excludes observations from analysis based on
specified criteria.

Fits a forest model, which consists of multiple
decision trees based on different samples of the data
and different subsets of inputs.

Fits a generalized linear model for an interval target
with a specified target distribution and link function.

Fits a gradient boosting model, which builds a
sequential series of decision trees.

Generates forecasts for each level of the specified
hierarchy.

Generates forecasts using hierarchical forecasting
model.

Imputes missing values for class and interval inputs
using the specified methods.

Fits an ordinary least squares regression model for
an interval target.

Fits a logistic regression model for a binary or
nominal target.

Modifies the metadata of variables.

Generates forecasts using a multistage forecasting
model.

Generates forecasts using naive model.

Fits a fully connected neural network model.
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Product

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Forecasting

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Forecasting

Forecasting

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Forecasting

Forecasting

Data Mining and Machine Learning
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Node Name

Non-seasonal Model

Open Source Code

Panel Series Neural
Network

Quantile Regression

Replacement

Retired Series

SAS Code

Save Data

Score Code Import

Score Data

Seasonal Model

Segment Profile

Sentiment

Stacked Model (NN + TS)
Forecasting

SVM

Temporal Aggregation
Model

Text Mining

Text Parsing
Time Series Regression

Topics

Node Description

Generates forecasts using a non-seasonal ESM,
ARIMAX, or UCM model.

Runs Python or R code.

Generates forecast using fully connected neural
network model.

Fits a quantile regression model for an interval
target.

Replaces data values such as outliers and unknown
class levels with specified values.

Generates forecasts for retired series using a
specified value.

Runs SAS code.

Saves data exported by a node in a pipeline to a
CAS library.

Imports SAS score code.

Scores a table using the score code generated by
predecessor nodes and saves the scored table to a
CAS library.

Generates forecasts using a seasonal ESM,
ARIMAX, or UCM model.

Examines segmented data and enables identification
of factors that differentiate the segments from the
population.

Analyzes attitudes expressed in documents.

Generates forecasts using stacked model (Neural
Network + Time Series).

Fits a support vector machine via interior-point
optimization for a binary target.

Generates forecasts using a temporal aggregation
model.

Parses and performs topic discovery to prepare text
data for modeling.

Prepares text for terms analysis.
Generates forecasts using a regression model.

Assigns documents to topics.

Product

Forecasting

Data Mining and Machine Learning

Forecasting

Data Mining and Machine Learning

Data Mining and Machine Learning

Forecasting

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Forecasting

Data Mining and Machine Learning

Text Analytics

Forecasting

Data Mining and Machine Learning

Forecasting

Data Mining and Machine Learning

Text Analytics
Forecasting

Text Analytics



Node Name

Transformations

Variable Clustering

Variable Selection

Node Description

Applies numerical or binning transformations to input
variables.

Performs variable clustering to reduce the number of
inputs.

Performs unsupervised and several supervised
methods of variable selection to reduce the number
of inputs.

The following Pipeline templates are included with Model Studio:

Pipeline Name

Advanced template for
class target

Advanced template for

class target with autotuning

Advanced template for
interval target

Advanced template for
interval target with
autotuning

Auto-forecasting

Auto-forecasting
(Intermittent)

Base Forecasting

Basic template for class
target

Basic template for interval
target

Blank Template

Demand Classification

External Forecasts

External Segmentation

Pipeline Description

Extends the intermediate template for class target
with neural network, forest, and gradient boosting
models, as well as an ensemble.

Advanced template for class target with autotuned
tree, forest, neural network, and gradient boosting
models.

Extends the intermediate template for interval target
with neural network, forest, and gradient boosting
models, as well as an ensemble.

Advanced template for interval target with autotuned
tree, forest, neural network, and gradient boosting
models.

Forecasting pipeline with automatic modeling.

Forecasting pipeline with automatic, intermittent
modeling.

Forecasting pipeline with no modeling components
added by default.

A simple linear flow: Data, Imputation, Logistic
Regression, Model Comparison.

A simple linear flow: Data, Imputation, Linear
Regression, Model Comparison.

A Data Mining pipeline that contains only a data
node.

Forecasting pipeline with demand classification
segmentation.

Forecasting pipeline with external forecasts.

Forecasting pipeline with external segmentation.

Available Templates 33

Product

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Product

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Forecasting

Forecasting

Forecasting

Data Mining and Machine Learning

Data Mining and Machine Learning

Data Mining and Machine Learning

Forecasting

Forecasting

Forecasting
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Pipeline Name

Feature engineering
template

Hierarchical Forecasting

Intermediate template for
class target

Intermediate template for
interval target

Naive (Moving Average)
Forecasting

Naive Forecasting
Non-seasonal Forecasting
Regression Forecasting
Retired Forecasting
Seasonal Forecasting

Text Analytics: Assisted
Concept Rule Creation

Text Analytics: Data Access

Text Analytics: Generate
Concepts, Topics, and
Categories

Text Analytics: Topic
Discovery

Pipeline Description

Data mining pipeline that performs feature
engineering.

Forecasting pipeline with hierarchical modeling.

Extends the basic template with a stepwise logistic
regression model and a decision tree.

Extends the basic template with a stepwise linear
regression model and a decision tree.

Forecasting pipeline with naive, moving average
modeling.

Forecasting pipeline with naive modeling.
Forecasting pipeline with non-seasonal modeling.
Forecasting pipeline with regression modeling.
Forecasting pipeline with retired modeling.
Forecasting pipeline with seasonal modeling.

Use Textual Elements to quickly generate custom
concept rules.

Text Analytics pipeline that contains a single Data
node.

Text Analytics pipeline for model generation with
Concepts, Text Parsing, Sentiment, Topics,
Categories.

Text Analytics pipeline that uses text parsing and
machine learning to discover topics.

Product

Data Mining and Machine Learning

Forecasting

Data Mining and Machine Learning

Data Mining and Machine Learning

Forecasting

Forecasting
Forecasting
Forecasting
Forecasting
Forecasting

Text Analytics

Text Analytics

Text Analytics

Text Analytics

Creating a New Template in The Exchange

1 Click the S, icon in the upper left corner of the screen. The Exchange page opens. This page enables you to
examine all available templates. The Exchange stores node and pipeline templates for SAS Visual Data
Mining and Machine Learning, SAS Visual Text Analytics, and SAS Visual Forecasting applications.

2 To create a new template, select the existing template most similar to your desired template. You will
duplicate and modify this template.

3 Click the : icon in the upper right corner of the screen and select Duplicate

4 The Save Node to The Exchange window appears. Enter a name and a description for the new template.

5 Click Save. Your new template appears in the list of templates.
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Modifying an Existing Template

If you have sufficient permissions, you can modify existing templates. To modify a template:

1

2

Click the 8 icon in the upper left corner of the screen.

The Exchange page opens. This page enables you to examine all available templates. The Exchange stores
node and pipeline templates for SAS Visual Data Mining and Machine Learning, SAS Visual Text Analytics,
and SAS Visual Forecasting applications.

@  The Exchange

e Templates

2 %]
S
v Nodes [0 Name Description Product Owner Last Modified
All [0 Anomaly Detection Identifies and excludes anomalies (o. Data Mining and Machin. SAS Node Mar 18,2019, 8:4
Postprocessing [0 Auto-forscasting Use an ESM, ARIMAX, IDM or UCM ... Forecasting SAS Node Mar 18,2019, 8:57:02 AM
Forecasting Modeling
precastng odeing 0 BastchCode Run satch cods. Data Mining and Machin... SAS Node Mar 18,2019, 8:40:52 AM
Text Modeling
[0 Bayesian Network Fits a Bayesian network mode| for a . Data Mining and Machin... SAS Node Mar 18,2019, 8:40:55 AM
Natural Language Processing
] Classifies documents by subject. Text Analytics SAS Node Mar 18,2019, 8:26:01 AM
Miscellaneous
Supervised Learning 0 Performs observation-based cluster Data Mining and Machin. SAS Node Mar 18, 2019, 8:40:56 AM
vise g
Feature Extraction 0 Extracts specific information from text. Text Analytics SAS Node Mar 18,
Data Mining Preprocessing O s summary statistics and plot. Data Mining and Machin. SAS Node Mar 18,
O Fits a classification tree for 2 class tar. Data Mining and Machin. SAS Node Mar 18,2019, 8:41:26 AM
v Pipelines
ul m} adel by taking a fun. Data Mining and Machin. SAS Node Mar 18, 2019, 8:40:59 AM
Data Mining and Machine Lea. O External Forecasts Read fo s that are generated b, Forecasting SA5 Node Mar 18,2019, 8:56:56 AM
Forecasting [ Eeature Extraction Generates features based on PCA, r. Data Mining and Machin. SAS Node Mar 18,2019, 8:41:01 AM
Text Analytics [ Eiltering Excludes cbservations from analysis . Data Mining and Machin. SAS Node Mar 18,2019, 8:41:.02 AM
[0 Forest Fits a forest model, which consists of... Data Mining and Machin... SAS Node Mar 18, 20 3AM
O o Fits a generalized linear model for a. Data Mining and Machin... SAS Node Mar 18,
[0 Gradient Boosting Fits a gradient boosting model, whic.. Data Mining and Machin... SAS Node Mar 18,
[0  Hierarchical Forecasting Generate forecasts for each level of . Forecasting SAS Node Mar 18,2019, 8:56:57 AM
[ Hierarchical Forecasting .. Use a hierarchical model to generat Forecasting SAS Node Mar 18,2019, 8:56:57 AM
O Imputation Imputes missing values for class and. Data Mining and Machin. SAS Node Mar 18,2019, 8:41:08 AM

3 To access a particular template, click the template name. This opens the Node Template or Pipeline

Template window. If you do not have Edit privileges for a given template, you will see (Read-Only) displayed
in the window.

In the Node Template or Pipeline Template window, you can make changes and configure the nodes in the
pipeline. Changes are saved automatically to the template.

Note: While you are editing a template, nodes can be re-configured, but no nodes can be added or deleted.

Registering Models

After a pipeline has successfully run, you can register a Concepts, Sentiment, Topics, or Categories model. In
order to register a model, complete the following steps:

1

2

Run the pipeline containing the node for the type of model that you want to register.

When the pipeline has been run successfully, right-click the node in the Pipelines tab for the model that you
want to register and select Register model. When the model has been registered, a message confirms that
the model was registered successfully.
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When a model is registered, it appears in your model repository, which is accessible through SAS Environment
Manager. The standard software deployment includes the Model Repository service. To access the model
repository, complete the following steps:

1 In the upper left corner of the Pipelines tab, click = and select Manage Environment.
2 On the left side of the SAS Environment Manager page, click [) to access the Content window.

3 In the upper left corner of the Content window is a list of folders under SAS Content. One of those folders is
labeled Model Repositories, which contains the VTARepository folder where any Text Analytics models
that you register are stored.

Note: If you are in a CASHostAccountRequired custom group, you must follow the instructions under “File
System Directory Permissions” in SAS Viya Administration: Models in order to register models.

SAS Environment Manager enables you to manage access for any models present in the common model
repository. For more information, see “Access to Models” in SAS Viya Administration: Models. If you have a SAS
Model Manager license, any models that you register appear in the SAS Model Manager Projects and Models
category views. If you obtain a license for SAS Model Manager after you have already registered a model, that
model automatically appears in the Projects and Models category views of SAS Model Manager.

Scoring an External Data Set

You can export score code and the models that you create in a SAS Visual Text Analytics project, and apply
them to a holdout data set. Score code can be viewed and downloaded from the following nodes:

Concepts
Sentiment
Topics
Categories

In order to download score code from an analysis node, complete the following steps:
1 Navigate to the Pipelines tab, and run the pipeline.

2 When the pipeline run is complete, right-click on the analysis node that you want to download the score code
for and select Download score code.


http://documentation.sas.com/?docsetId=calmodels&docsetVersion=3.4&docsetTarget=n0r9qvpxhghjpsn149zfmh0h7qwi.htm&docsetTargetAnchor=n0gsac5qf2mk2en12b9zl9biem9s&locale=en
http://documentation.sas.com/?docsetId=calmodels&docsetVersion=3.4&docsetTarget=n0r9qvpxhghjpsn149zfmh0h7qwi.htm&docsetTargetAnchor=n0gsac5qf2mk2en12b9zl9biem9s&locale=en
http://documentation.sas.com/?docsetId=calmodels&docsetVersion=3.4&docsetTarget=n1hl4mghwofk6qn1mdih1aezgbtl.htm&locale=en
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[ Concepts

L]
[=] Text Parsing Open
Download score code %

rRegisier mooe

&) Sentiment

This creates a ZIP file. The following describes what the contents of the ZIP file are depending on the node type
from which you download score code. This code can be used to score an external CAS table within a SAS Viya
environment (for example, in SAS Studio).

When you download score code from a Concepts node, the resulting ZIP file contains the following: the
concepts model (ConceptsModel.li) and its associated score code (ScoreCode.sas), and the concepts
analytic store (ConceptsModel.astore) and its associated score code (AstoreScoreCode.sas).

“ Unzip/share Edit Backup Tools Settings View Help

Files > ConceptsScoreCode (5...
Recent Zip Files
=v - ConceptsScoreCode...zip | o
%l | Downloads AstoreScoreCode.sas 3/5/2019
@ Type: SAS Systemn Program 432 KB
=y - SentimentScoreCode...zip o
. | Downloads ConceptsModel.astore 3/9/2019
Type: ASTORE File a7.8 MB
=y - SentimentScoreCode...zip ) o
. | Downloads ConceptsModel.li 3/9/2019
. Type: LI File 87.82 MEB
Browse & Manage Files
ScoreCode.sas 3/5/2019
Frequent Folders Type: SAS System Program 333KB
Dri item(s) Zip File: 4 item(s), 32,65 MEB

When you download score code from a Sentiment node, the contents of the resulting ZIP file can vary.
When you download score code from a Sentiment node in a project that uses the base sentiment model, the
ZIP file contains only ScoreCode.sas. However, if you specify a custom sentiment model, the ZIP file
contains the following: the sentiment model (SentimentModel.sam) and its associated score code
(ScoreCode.sas), and the sentiment analytic store (SentimentModel.astore) and its associated score code
(AstoreScoreCode.sas).
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When you download score code from a Topics node, the resulting ZIP file contains the topics analytic store
(TopicsModel.astore) and its associated score code (AstoreScoreCode.sas).

When you download score code from a Categories node, the resulting ZIP file contains the following: the
categories model (CategoriesModel.mco) and its associated score code (ScoreCode.sas), and the
categories analytic store (CategoriesModel.astore) and its associated score code (AstoreScoreCode.sas).
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Using the Results Window for the Concepts Node 48
Overview

The Concepts node enables you to work with semantic attributes, entity types, facts, or relationships, and
extracts pieces of the text using rules written in the language interpretation for textual information (LITI) syntax.
For more information about the Concepts node, see the following:

“Specifying Settings for the Concepts Node” on page 39
“Using the Interactive Window for the Concepts Node” on page 40

“Using the Results Window for the Concepts Node” on page 48

Specifying Settings for the Concepts Node

You can adjust settings for the Concepts node using the options panel in the Pipelines tab. When you click the
Concepts node, the options panel appears to the right of the pipeline.

Note: You must rerun the Concepts node to see the results of any changes that you make to these settings.
The following options can be specified for the Concepts node.

Include predefined concepts in your analysis. Predefined concepts identify items in context such as a person,
location, or an organization. They save time by providing you with out-of-the-box definitions for commonly
used concepts. (Predefined concept availability depends on the project data language.)

Allow automatic concept rule generation. You can select a custom concept for automatic concept rule
generation, which suggests new rules based on the existing rules for that concept. For more information
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about automatically generating concept rules, see “Automatically Generate Concept Rules (Experimental)’
on page 43.

In order to change these settings, select or deselect the appropriate options in the options panel for the
Concepts node.

Concepts = @

o r e e
=L Rl

[i¥]

Extracts specific information from text.

Using the Interactive Window for the Concepts
Node

Using Predefined Concepts

SAS Visual Text Analytics provides predefined concepts, which are concepts whose rules are already written.
You can provide additional rules in the rule editor of the Edit Concept tab to modify or extend their behavior.
Predefined concepts save time by providing you with commonly used concepts and their definitions, such as an
organization name or a date. You cannot rename predefined concepts, nor can you view or edit their base
definitions. Predefined concepts have preset priority values that are used to determine which matches are
returned when overlapping matches occur. For information about including predefined concepts in your analysis,
see “Specifying Settings for the Concepts Node” on page 39. For a list of predefined concepts and their priority
values for all languages, see “About Priority Values for Predefined Concepts” on page 148.

Considerations when Creating a Custom Concept
When you name a custom concept, keep the following in mind:

Use valid characters: numbers, alphabetic letters, and underscores (_). For more information about the use
of underscores and double-byte characters, see the Note at the end of this list.

Concept names are case-sensitive.

Create names that are not regular words. Use mixed case to help with readability. For example, MyConcept
or myConcept are good names. Do not use names for custom concepts that are also words (for example,
Problem or Mechanics) that could be matched in your text. Instead, use names that cannot be interpreted as
words, such as MyNewConcept.

Note: Concept names can contain only single-byte characters. Languages that have double-byte letters and
characters should use only ASCII letters in names.

If underscores (_) are used in concept names, follow these guidelines to ensure that your concept rules work as
expected:

If you use underscores at either end of a concept name, there must be a matching underscore at the other
end of the concept name as well. For example, Domestic_is permitted, but Domestic_ is not permitted.
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Consecutive underscores are not typically permitted in concept names. However, consecutive underscores
can be used when there are matching underscores at the beginning and end of a concept name. For
example, Country Names is permitted, but Country Names is not permitted.

Do not include _Q anywhere in a concept name. This character combination is reserved by the application,

If a concept name begins with an underscore, the next character must be a letter. For example, the concept
name 25anniv_is not permitted.

Matching documents are shown only for concepts with the concept behavior set to Primary. Concepts with the
concept behavior set to Supporting will not yield any matching documents. In order to change the concept
behavior from Primary to Supporting for a custom concept, right-click the custom concept and select Set
concept behavior = Supporting.

Note: When custom concepts are present in the Concepts node, the concept behavior setting of at least one
custom concept should be set to Primary.

Creating Custom Concepts

Custom concepts are user-created concepts that are defined by a set of rules that you specify. The following
directions assume that you are already in the interactive window for the Concepts node. Before you create a
custom concept, familiarize yourself with the guidelines provided in “Considerations when Creating a Custom
Concept” on page 40. In order to create a custom concept, complete the following steps:

1 Select Custom Concepts in the Concepts panel, and click [*. The Add Custom Concept window appears.

2 Enter the concept name in the Add Custom Concept window, and click OK.

Note: When you create a custom concept, a Sandbox tab is created alongside the Edit Concept tab. For
more information about using a sandbox environment, see “Using the Sandbox Tab” on page 42.

3 Using LITI syntax, create the rules for your custom concept in the rule editor of the Edit Concept tab. When
writing rules for concept extraction, the autocomplete feature enables users to view and select rule types
based on text entered by the user.

If you want to disable this feature, deselect the Show autocomplete list option from the drop-down menu in
the Edit Concept toolbar.

+ Show autocomplete list

s

For more information about using LITI syntax, see “Writing Concept Rules: Basic LITI Syntax” on page 83.

TIP Save time by using the Sandbox tab to test concept rules before adding them to a custom
concept. Only the rules in the sandbox, and the concepts that they depend upon, are compiled into the
model when testing in a sandbox environment. This enables fast and thorough testing of experimental
rules against your document collection. For more information about using a sandbox, see “Using the
Sandbox Tab” on page 42.
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4 When you finish creating rules for your custom concept, click [2 in the toolbar in the Edit Concept pane to
validate the rules. If any syntax errors are identified, they must be fixed before you can run the Concepts
node.

5 Once the rules for your custom concept have been validated, click Run Node in the upper right corner of the
page. This ensures that only documents matching the most recent criteria will show in the matched
documents tab.

Note: If you duplicate a concept, you must rerun the Concepts node.

Using the Sandbox Tab

In addition to the Edit Concept tab, each custom concept and predefined concept has a Sandbox tab
associated with it. Unless a concept is deleted, the associated sandbox remains paired with that concept. The
following features are offered in the Sandbox tab:

Use the sandbox to test new rules so that you only see the results for those rules.

Test subsets of your model against a document collection. Only the rules in the sandbox, and the concepts
that they depend on, are compiled into the model when testing in a sandbox environment. This enables
faster testing of your model against your document collection.

Store any rules that are not yet ready for production in the sandbox, along with any documentation about
your concept.

Easily add new rules from the sandbox into the associated concept once testing of those rules results in the
expected behavior.

When using the Sandbox tab, consider the following:

If you choose to reference the rules of the concept associated with the sandbox, be careful not to move those
rules back to the main concept. This action results in a circular reference error.

The REMOVE_ITEM rule cannot be used to filter matches from a sandbox, as the sandbox itself cannot be
referenced in other rules.

Only one sandbox at a time can display document matches. Subsequent sandbox runs replace previous
sandbox results.

Create Concept Rules from Terms in the Document
Collection

CLASSIFIER rules can be created simply and swiftly by using the Add rule to concept feature in the
Documents tab. In order to create CLASSIFIER rules from text in the Documents tab, complete the following
steps:

1 Select either a predefined or custom concept in the Concepts panel.
2 Using your cursor, highlight the text in the Documents tab that you want to add as a classifier.

3 Click + in the upper right hand corner of the Documents tab. A new CLASSIFIER rule is created for the
selected concept.

4 Click [¥ in the upper right hand corner of the Edit Concept tab to validate the concept rules, and rerun the
Concepts node.



Using the Interactive Window for the Concepts Node 43

Automatically Generate Concept Rules (Experimental)

When you run a Concepts node that contains a custom concept, you can select that concept for automatic
generation of concept rules. This feature creates and suggests concept rules that you might want to add to your
concept, and it does so based on the ambiguity and frequency of each concept rule. Rules that appear more
frequently have a higher rating, and are therefore deemed more useful than less frequently occurring rules. If
you run automatic concept rule generation for multiple concepts simultaneously, this feature ensures that the
same rule does not get generated for more than one concept. Using this feature enables you to optimize the
effectiveness of each custom concept that you create, and greatly reduce the amount of time that you spend
creating rules for custom concepts.

Note: This is an experimental feature. The algorithm that is currently used to automatically generate concept
rules might change in the future.

Circular dependencies in rules can cause your model to fail, or otherwise run incorrectly. In order to avoid
circular dependencies when using automatic concept rule generation, keep the following in mind:

If you want to add rules to a predefined concept, create a custom concept that references the predefined
concept, and then add your rules to that custom concept. For example, if you want to add rules to the
predefined concept nlpPlace, create a custom concept with the rule CONCEPT:nlpPlace, and then
append any other rules that you want to add. This ensures that rule generation will not generate any circular
dependencies.

Avoid using concept names that are normal tokens in your data.

The types of rules that can be created are as follows: CONCEPT RULE, C_CONCEPT, and CLASSIFIER. The
following describes use case scenarios for each of these rule types.

CLASSIFIER

Generated CLASSIFIER rules are especially useful when they use C_CONCERPT rules as input. They enable
you to see what the target content entails as represented by these rules. For example, suppose you are
working with a medical data set, and you want to find body parts found on the left side of the body. To
accomplish this task, you might use an original rule such as C_CONCEPT:left c{ w}.

C_CONCEPT

These rules help you establish the context around matching items. The elements that are not inside the c{}
modifier are the contextual elements.

Concept rule generation for the C_CONCEPT rule type uses n-gram templates to create rules, which are
generated based on matches for the original rules as well as the context of those matches. When generating
rules based on context, up to two tokens on either side of an existing match are used to identify contextual
patterns. The matches of these rules are then ranked, and a subset of the rules are returned to the user.

CONCEPT_RULE

These rules appear when you include predefined concepts in a Concepts node. These rules help you home
in on the context in which matches are found by requiring the presence of additional elements in the context
of a sentence. These contextual elements can be literal strings that represent noun groups or references to
certain predefined concepts, including nlpTime, nipDate, nlpMoney, and nipPercent.

Newly-generated rules are appended to the bottom of the sandbox. Timestamp comments are located above
and below the rules.

Automatically generated concept rules are generally expected to have low precision, and potentially higher
recall. CLASSIFIER and C_CONCEPT rules that are generated expand the scope of the matches returned for
the original set of rules. In contrast, rules of the CONCEPT_RULE type suggest methods for narrowing the
original rules. This feature is particularly useful for identifying good data for modeling. If no rules are generated,
check the log for the Concepts node to review messages.
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Note: The concept that is marked for automatic concept rule generation must have matches in order to
generate new rules. As a result, rules cannot be generated for concepts whose concept behavior is set to
Supporting. There is no limit to the number of matches that a concept can have.

In order to automatically generate concept rules, complete the following steps:

1 Navigate to the Pipelines tab, and select the Concepts node.

2 Select Allow automatic concept rule generation in the options panel for the Concepts node.
3 Right-click on the Concepts node and select Open.

4 Select a custom concept from the Concepts panel. If you have not created a custom concept, follow the
steps in Creating Custom Concepts on page 41 in order to do so.

5 In the toolbar above the Concepts panel, click .

6 Select Autogenerate concept rules from the drop-down list, and an indicator appears next to the selected
concept. In addition, a message appears above the rule code editor to confirm that the concept is ready for
automatic rule generation.

[ E‘;@;—? m @
Autogenerate concept rules

Autogenerate fact rules

7 Rerun the Concepts node in order to generate rules for the selected concept. Once the Concepts node is
run, any rules that are generated are placed in Sandbox tab. No more than twenty five rules are created.

Note: To generate more rules in addition to the original twenty-five, move the original rules from the sandbox
environment to the rule editor in the Edit Concept tab, and repeat steps one through seven.

8 Click O in the upper right hand corner of the Sandbox tab. This adds all of the rules that were generated in
the Sandbox tab to the existing concept rules.

9 Click [Y to validate the concept rules, and rerun the concepts node.

10 If you do not want to add all of the generated rules to your concept, complete the following steps:
a Select the rules that you want to add to the existing concept rules by highlighting them with your cursor.
b Right-click inside of the rule editor in the Sandbox tab, and select Copy from the pop-up menu.

c Navigate to the Edit Concept tab, and press Ctrl+V to append the selected rules to the existing concept
rules.

d Click [Y to validate the concept rules, and rerun the concepts node.

Automatically Generate Fact Rules

In SAS Visual Text Analytics, there are two types of fact rules: PREDICATE_RULE and SEQUENCE. These
rules are used to locate and match custom concepts that are related.

Automatic fact rule generation requires that there are at least three custom concepts present, and that at least
two of those custom concepts have matches. This is because fact rule generation uses the matches found from
two custom concepts that you specify to create fact rules.

One or two rules will be generated when you use this feature. If only one rule is generated, it is a baseline rule.
Baseline rules identify all matches within one sentence, and contain only the SENT operator. This rule can be
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extended in scope by replacing the SENT operator with one of the following operators: ORD, PARA, SENT_n, or
AND.

A restricted rule can also be generated in addition to a baseline rule. These rules place restrictions on either
distance, order, or both, and they use the following operators: ORDDIST_n, ORD, and DIST_n. Restricted rules
identify what the most common pattern in your data looks like, and uses 85% of matches as a cutoff point to
decide the following:

Are matches usually in a particular order?
Are matches usually within six tokens of each other?

In order to automatically generate fact rules, complete the following steps:

1 Select a custom concept that you want to generate fact rules for.

2 In the toolbar above the Concepts panel, click .

3 Select Autogenerate fact rules from the drop-down list. The Fact Rule Generation window appears.

4 Select a concept from the Available concepts list, and click +>.

Fact Rule Generation

®
Select only two primary concept nodes to automatically generate fact rules for the currently cpen concept.
Available concepts (2): A F Selected concepts (0):
Mo items
“ 0 Fruit
O Citrus %
Add
1 CLASSIFIER:fruit
Cancel

5 Select another concept from the Available concepts list, and click +>.

6 Click Generate Rules in the lower right corner of the Fact Rule Generation window. The following message
appears above the rule editor of the Edit Concept tab.

(@) New factrules based on the concepts "Fruit” and "Citrus” will sutogenerate after running the node.



46 Chapter 6 / Using the Concepts Node

7 Click Run Node in the upper right corner of the page. Once the node runs successfully, an indicator appears
next to the concept that was selected for automatic fact rule generation.

Concepts
* B3 Predefined Concepts (9)

“B3 Custom Concepts (3)
O CitrusZest ®
“0 Fruit
O cCitrus

8 Navigate to the Sandbox tab to see the fact rules that were generated for the selected concept.

9 Click 0 in the upper right corner of the Sandbox tab. This adds all of the rules that were generated in the
Sandbox tab to the Edit Concept rule editor.

10 Click [¥ to validate the concept rules, and rerun the concepts node.
11 If you do not want to add all of the generated rules to your concept, complete the following steps:
a Select the rules that you want to add to your concept by highlighting them with your cursor.
b Right-click inside of the rule editor in the Sandbox tab, and select Copy from the pop-up menu.
c Navigate to the Edit Concept tab, and press Ctrl+V to add the selected fact rules to your concept.
d Click [¥ to validate the concept rules, and rerun the concepts node.

For more information about facts and their components, see “Concepts versus Facts” on page 84.

View Matching Documents by Concept

When testing a document set against a concept, three types of matches can occur. A document can contain a
Matched item, Matched fact, or an Overlapping match. Matches are formatted uniquely based on which of the
three match types they are considered. In order to test a document set against a concept, complete the following
steps:

1 Select a predefined concept or a custom concept from the Concepts pane.
2 In the upper left corner of the Documents tab, select Matched.

3 Each document containing a match is displayed, and each match is highlighted within the document.
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Doouments Test Sample Tent

w

2 3501) [meeaaeEs] [ o]

Deserlption FactMa.. !

Note: To determine the match type of each match that is discovered, select the [E] icon in the toolbar of the
Matched tab to access the legend.
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For documents that contain a matched fact, you can select that document and click the := icon to view the
results in greater detail. A single fact corresponds to either a PREDICATE RULE or a SEQUENCE rule, and each
rule type can have multiple matching labels. The matched string, matched label, and matched text that are
associated with each matched fact are shown.

Conceprt: CitrusZest

= Matched String Matched Label Matched Text
. . ) ) concept2 fruit
1 grapefruit zest on the nose relaxes into lovely mandarin fruit P L
= ! concept] grapefruit
Close

For more information about facts and their components, see “Concepts versus Facts” on page 84.
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Using the Results Window for the Concepts Node

When predefined or custom concepts are included in a model, the Concepts Results window contains three bar
charts, as well as the Concepts score code. The bar charts displayed are as follows:
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If no concepts are present, only the Concepts score code is shown. Click the «” icon in the upper right corner of
any of the three bar charts to maximize your view. When you maximize your view, you can position your cursor
over each bar to see the document count or match count for each concept present.

Concept: nlpOrganization

Documents: 278

nipMoney nlpOrganization nlpPlace

Concept

When you are finished viewing a bar chart using the maximized view, click the x icon in the upper right corner to
exit. To return to the pipeline view, click the Close button in the upper right corner of the Concepts Results
window.
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Overview

The Text Parsing node enables you to view and explore the terms that are present in your document collection.
During the parsing process, terms are either kept or dropped based on their importance. For example, terms that
have a role of preposition or conjunction often provide minimal value, and are often dropped during text parsing.
To gain a better understanding of how all of your terms are related, you can generate a term map or similarity
scores for a selected term to explore its relationship with other terms in your document collection. Using these
tools can help you make informed decisions, such as dropping an irrelevant kept term. These changes can
improve your models in downstream analysis nodes. For more information about the Text Parsing node, see the
following:

“Specify Settings for the Text Parsing Node” on page 51
“Using the Interactive Window for the Text Parsing Node” on page 54
“Using the Results Window for the Text Parsing Node” on page 57

“Distributed Accumulation” on page 58

Specify Settings for the Text Parsing Node

You can adjust settings for the Text Parsing node using the options panel in the Pipelines tab. When you click
the Text Parsing node, the options panel appears to the right of the pipeline.
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Note: You must rerun the Text Parsing node to see the results of any changes that you make to these settings.
The following options can be specified for the Text Parsing node:

Minimum number of documents — this setting lets you decide the number of documents in which a term
must appear in order for it to be kept during the parsing process. The default value is 4. Use the scroll bar
underneath this setting to change this value.

Specify a custom start or stop list — A start list specifies which terms are kept during parsing. A stop list
specifies which terms should be dropped. If you do not want to use the default stop list, you can import your
own start list or stop list into your project.

Specify a synonym list — A synonym list is a SAS data set that identifies pairs of words that should be
combined as single terms for the purposes of analysis. If you want to create custom parent terms, or group
other terms under a parent term, you can specify a synonym list.

Enable misspelling detection — When you enable this feature, misspelled words are identified and rolled
up under the corresponding parent term. When this option is disabled, any misspelled words that are
encountered are created as a separate term in the terms panes. In the image below, you will see gmae and
gamnes listed as child terms of game.
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gmae

In order to import a custom start or stop list, complete the following steps:

-

8

Navigate to the Pipelines tab and click the Text Parsing node.
Locate the options panel to the right of the pipeline, and select Specify a custom start or stop list.

Select the type of list you want to specify under List type. Under List type, the Browse option for the
selected list type becomes available.

Click Browse, and the Choose Data window appears.

Select the Import tab in the upper left corner of the Choose Data window, and navigate to the folder that
contains the list that you want to import.

Select the list that you want to import, and click Open in the bottom right corner of the window. This brings
you back to the Choose Data window.

Click Import Item in the upper right corner of the Choose Data window. When the custom start or stop list is
successfully imported, a confirmation message appears at the top of the window.

Click OK in the bottom right corner of the Choose Data window once the list is successfully imported.

In order to import a synonym list, complete the following steps:

1

2

Navigate to the Pipelines tab and click the Text Parsing node.
Locate the options panel to the right of the pipeline, and select Specify a synonym list.

Locate the Synonym list field directly under the option Specify a synonym list, and click Browse. The
Choose Data window appears.

Select the Import tab in the upper left corner of the Choose Data window, and navigate to the folder that
contains the synonym list that you want to import.

Select the list that you want to import, and click Open in the bottom right corner of the window. This brings
you back to the Choose Data window.

Click Import Item in the upper right corner of the Choose Data window. When the synonym list is
successfully imported, a confirmation message appears at the top of the window.

Click OK in the bottom right corner of the Choose Data window once the synonym list is successfully
imported.
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Using the Interactive Window for the Text
Parsing Node

Overview

The interactive window for the Text Parsing node consists of a Kept Terms panel, a Dropped Terms panel,
and a Documents panel. The following sections explain the tasks that can be performed in each of these
panels.

Dropping a Kept Term

Terms in the Kept Terms panel are terms that will generally add value to a downstream analysis node, such as
the Topics node. However, you might choose to drop a kept term if you do not think it adds value to downstream
models. For example, terms that have a low frequency of occurrence might be considered unimportant, and
dropping those terms excludes them from your analysis. In order to drop a term that was kept during text
parsing, complete the following steps:

1 Select a term in the Kept Terms panel.

2 Click @ in the upper right corner of the Kept Terms panel. The selected term is moved to the Dropped
Terms panel.

Note: If the selected term has any child terms, the child terms are also dropped. To see the child terms
associated with a parent term, click > to the left of the parent term.

3 Click Run Node in the upper right corner of the interactive window for the Text Parsing node.

Keeping a Dropped Term

Terms in the Dropped Terms panel are terms that are considered to provide minimal value, and are therefore
excluded from analysis. However, you might choose to keep a dropped term if you think it adds value to
downstream models. To keep a term that was dropped during parsing, complete the following steps:

1 Select a term in the Dropped Terms panel.

2 Click @ in the upper right corner of the Dropped Terms panel. The selected term is moved to the Kept
Terms panel.

Note: If the selected term has any child terms, the child terms are also kept.

3 Click Run Node in the upper right corner of the interactive window for the Text Parsing node.
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Generate Similarity Scores

Similarity scores indicate how likely it is that other terms will appear in the same context as a selected term.
Similarity scores range from 0 to 1. Scores that are closer to 1 have a higher likelihood of appearing in the same
context as the selected term, whereas scores closer to 0 indicate a lower likelihood. In the interactive window for
the Text Parsing node, you can only generate similarity scores in the Kept Terms panel. In order to generate
similarity scores for a selected term, follow the steps in “Generating Similarity Scores” on page 80.

Create a Term Map

A term map consists several nodes, where the center term node represents a selected term, and the outer term
nodes represent terms that can be used to predict the presence of the selected term in a document. Consider
the following information when interpreting a term map:

The line that connects one term node to another indicates the strength of association between those two
terms. A thicker line implies a stronger association between terms, and a thinner line implies a weaker
association. The measure of this association is called information gain, which is the amount of additional
information obtained by adding a conjoined term in a term map to a current rule. To see the information gain
between term nodes, positiion your cursor over the line that connects the two nodes.

The color of each term node indicates how reliably that term can be used to predict the presence of the
selected term in a document. A darker term node implies greater reliability, whereas a lighter term node
implies that a term is less reliable for predicting the presence of the selected term.

While some term nodes are used to predict the presence of a selected term in a document collection, others
are used to predict the absence of a selected term. Term nodes that are used to predict the absence of a
selected term are preceded by a tilde(~). In the term map shown below, there is a strong relation between the
term nodes flavor and aroma. There is also a strong relation between the term nodes aroma and ~tangy.
However, the tilde(~) in the term node ~tangy implies that documents that contain the terms aroma and
tangy are highly unlikely to contain the term flavor.
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In order to create a term map, complete the following steps:
1 Select a term from the Kept Terms panel.

2 Click - in the upper right corner of the Kept Terms panel. A term map is created for the selected term. To
return to the interactive window for the Text Parsing node, click Close in the upper right corner of the page.

View Matching Documents by Term

In order to display matching documents for a term, complete the following steps:
1 In the pipeline view, right-click the Text Parsing node and click Open.
2 Select a term from the Kept Terms panel.

3 Click the Matched tab in the Documents panel. Matches that are found are highlighted.

Note: The Text Parsing node uses the “best match” method.

You can also use the Search in documents feature, which enables you to select and search multiple terms
using either the AND or OR Boolean operator. The AND operator returns only documents that contain all of the
selected terms, whereas the OR operator returns documents that contain at least one of the selected terms. If
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any of the selected terms have child terms, documents that match the search criteria and contain those child
terms are returned as well. This feature is available in the Kept Terms panel, as well as the Dropped Terms
panel. In order to search on multiple terms, complete the following steps:

1 Select at least one term from either the Kept Terms panel or Dropped Terms panel.

2 Click © in the upper right corner of the panel from which you selected terms, and select the operator that you
want to use from the drop-down list.

@] @ )] I

Search any term (OR)

Search all terms (AND)

The Documents panel is updated to show matching documents, and each match is highlighted. Notice that
when the matching documents are returned, a search query appears in the search bar of the Documents panel.
This query is generated based on the terms and the operator that you selected. For more information about
search queries in the Documents panel, see “Performing Searches on a Document Collection” on page 77.

Before you create another search query, clear the search query by clicking @ in the search bar. Otherwise,
matching documents that are returned will not reflect your new query, as any additional search queries you
create are appended to the original one.

Using the Results Window for the Text Parsing
Node

The Text Parsing Results window contains a bar chart titled Role by Frequency, as well as a table displaying
Descriptive Statistics.

The Role by Frequency chart is a stacked bar chart, and it shows the number of times that terms of a certain
role type were kept or dropped.

T
T
T
LX)
s

Frequency
300000
200000
100000

0

g 4 - A
< ﬂ'/_\ Yo, e

Rele

In the above image, the orange segments represent terms that were kept, and the blue segments represent
terms that were dropped. Expanding the bar chart and positioning your cursor over each bar gives you a
synopsis of each role.
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The role type, frequency, and indication of whether the bar is representative of kept terms or dropped terms is
displayed.

The Descriptive Statistics table displays the minimum, maximum, and mean for both Terms in a Sentence and
Terms in a Document.

Descriptive Statistics o3
Measure Terms in a Sentence Terms in a Document
Minimum 1 3
Maximum B&0 3,626
Mean 19.0925 409.7784

Distributed Accumulation

The Text Parsing node uses distributed accumulation for processing data. Distributed accumulation can lead to
faster processing for your data by fully distributing all aspects of the accumulation process across the grid. With
distributed accumulation, term counts are gathered and subtotaled at each node in the grid, and then merged
into a combined total across the grid. Without distributed accumulation, term counts are gathered on a central
grid node and totaled at the end of the accumulation process. Distributed accumulation also introduces extra
detail to the terms table, which makes necessary information available during each step of the text analytics
process.
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Overview

Sentiment analysis is the process of identifying the author’s tone or attitude (positive, negative, or neutral)
expressed in a document. For more information about how sentiment scoring works, see “Sentiment Scoring” on
page 9. For more information about the Sentiment node, see the following:

“Specifying Settings for the Sentiment Node” on page 59
“Using the Results Window for the Sentiment Node” on page 60

Specifying Settings for the Sentiment Node

You can adjust settings for the Sentiment node using the options panel in the Pipelines tab. When you click the
Sentiment node, the options panel appears to the right of the pipeline. In the options panel for the Sentiment
node, you can specify a sentiment model that you want to upload for your project. Specifying a custom
sentiment model can prove especially useful if there is no base sentiment model for the selected project
language. For a list of project languages that have officially supported base sentiment models, see “Sentiment
Scoring” on page 9.

In order to import a sentiment model, complete the following steps:

1 In the Pipelines tab, click the Sentiment node. The options panel for the Sentiment node appears to the
right of the pipeline.
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Select Specify a sentiment model, and click Browse. The Choose Data window appears.

(%]

Select the Import tab in the upper left corner of the Choose Data window, and navigate to the folder that
contains the sentiment model that you want to use.

B

Select the sentiment model, and click Open.

a

In the upper right corner of the Choose Data window, click Import Item. A message appears at the top of the
Choose Data window when the model is imported successfully.

o

Click OK in the bottom right corner of the Choose Data window. The Pipelines tab appears.

=]

Right-click the Sentiment node, and select Run. The sentiment that is displayed in any nodes that are
downstream of the Sentiment node reflects the model that you imported.

For more information about loading a Sentiment Analysis Model (SAM) file into a CAS table programmatically,
see the following examples in the SAS Visual Text Analytics: Programming Guide:

“Generate Sentiment Results, Match String, and Features from Input Documents” in SAS Visual Text
Analytics: Programming Guide

“Loading a Sentiment Binary File into a CAS Table Using the loadTableFromDisk Action” in SAS Visual Text
Analytics: Programming Guide

Using the Results Window for the Sentiment
Node

The Sentiment Results window contains the score code for the Sentiment node.


http://documentation.sas.com/?docsetId=casvtapg&docsetVersion=8.4&docsetTarget=n1cz4e3cnqzbt2n103cbgjiebc6d.htm&locale=en
http://documentation.sas.com/?docsetId=casvtapg&docsetVersion=8.4&docsetTarget=n1cz4e3cnqzbt2n103cbgjiebc6d.htm&locale=en
http://documentation.sas.com/?docsetId=casvtapg&docsetVersion=8.4&docsetTarget=n1s8fl50gh6c7an175xyfbspwsrr.htm&locale=en
http://documentation.sas.com/?docsetId=casvtapg&docsetVersion=8.4&docsetTarget=n1s8fl50gh6c7an175xyfbspwsrr.htm&locale=en
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Sentiment Score Code o
1 [ EEEE R R R R R R R R R KR KRR KRR KRR KR R R R KRR KRR R KRR
2 # SAS Visuwal Text Analytics
3 * Sentiment Score Code
A ®
5 * Modify the following macro variables to match your needs.
7
8 /#* specifies CAS library information for the CAS table that you would like to score. You m
9 %let input _caslib name = "{input_caslib_name}";
1@
11 /#* specifies the CAS table you would like to score. You must modify the value to provide tf
12 %let input_table name = "{input_cas_table name}";
13
14 /#* specifies the column in the CAS table that contains a unique document identifier. You mu
15

For more information about using score code to score an external data set, see “Scoring an External Data Set”
on page 36.
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Overview

The Topics node enables you to find and analyze topics from your document collection. For more information
about the Topics node, see the following:

“Specifying Settings for the Topics Node” on page 63
“Using the Interactive Window for the Topics Node” on page 65

“Using the Results Window for the Topics Node” on page 67

Specifying Settings for the Topics Node

You can adjust settings for the Topics node using the options panel in the Pipelines tab. When you click the
Topics node, the options panel appears to the right of the pipeline.
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The following options can be specified for the Topics node.

The Topic Discovery settings determine the number of topics that are generated when you run a Topics
node. If you want the Topics node to determine the number of topics that should be generated, select
Automatically determine number of topics. If you want to specify a maximum number of topics that will be
generated, deselect Automatically determine number of topics and enter a value in the Maximum topics
field.

The Term density setting determines the term cutoff value for each topic. For each topic in a document
collection, the topic calculation computes a weight for each term indicating the influence of the term on the
topic. If the absolute value of a term’s weight is above the cutoff, the term is included in the topic. Terms that
have absolute weights below the cutoff are not included in the topic. The term density specifies how many
standard deviations above the mean of the weights to set the term cutoff.

Specifying too low of a density for your data can result in having every single term as part of your topic.
Specifying a term density that is too high for your data can result in the elimination of all terms from your
topic. The typical range for term density is between 1 and 3, but if your data appears to have an abnormal
distribution, you might want to use values outside of that range. Use this setting in conjunction with document
density.

The Document density setting affects the cutoff for each topic in a way similar to term density. Documents
are assigned to a topic if the absolute value of the document weight is above the cutoff. The document
density specifies how many standard deviations above the mean of the weights to set the document cutoff.

If you want a larger number of documents to be assigned to each topic, select a lower value for document
density. Increasing document density leads to fewer documents being assigned to each topic. As with term
density, the typical range of values should be between 1 and 3. Use this setting in conjunction with term
density.
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Using the Interactive Window for the Topics
Node

Overview

The interactive window for the Topics node includes Topics panel, a Terms panel, and a Documents panel.
The interactive window for the Topics node enables you to modify and create topics that can be used to
generate more effective models.

Exploring Topics in your Document Collection

Topics include groupings of important terms that are identified in a document collection. The five terms with the
highest relevancy score within a topic are used to identify that topic. A relevancy score is a score that indicates
how well a document satisfies a rule or model. The best match has a score of 1 and reflects a perfect (100%)
match. The number of topics that are generated, and the number of terms each topic contains can vary
depending on the size of the document collection. The settings that are specified in the options panel for the
Topics node also affect the number of topics and terms. In order to see the terms that comprise each topic in
your document collection, complete the following steps:

1 Select a topic in the Topics panel.

2 Locate the Terms panel to the right of the Topics panel, and click Matched. The terms that comprise the
selected topic are listed by relevancy score in descending order.

Merging Topics

If two topics appear to be similar to one another, you can merge those topics into one. In order to merge two
topics, complete the following steps:

1 Select the two topics that you want to merge from the Topics panel.
2 Click & in the upper right corner of the Topics panel. The modified topic appears in the Topics panel.

3 In the upper right corner of the interactive window for the Topics node, click Run Node to see matching
documents or terms for a new topic.

Splitting Topics

If a topic seems to be too broad in scope, you can split that topic into two new topics. In order to split a topic,
complete the following steps:

1 Select the topic that you want to split from the Topics panel.
2 Click 8. Two new topics appear in the Topics panel.

3 In the upper right corner of the interactive window for the Topics node, click Run Node to see matching
documents or terms for the new topics.
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Create a Topic from Terms

Creating a topic from terms that you select is effective for targeting groups of documents specific to your
analysis. You can also use this feature in conjunction with the merging functionality if you want to add terms to
an existing topic. In order to create a topic from terms, complete the following steps:

1 Select the terms that you want to use to create a topic from the Terms panel.

2 Click [* in the upper right corner of the Terms panel. The new topic appears at the bottom of the Topics
panel.

3 Click Run Node in the upper right corner of the interactive window for the Topics node to see matching
documents or terms for a new topic.

Add a Topic as a Category

To add a topic as a category, complete the following steps:

1 Select the topic that you want to add as a category from the Topics panel.

Note: If you add a topic as a category, and that topic name contains quotation marks, the category node will
not successfully run.

2 Click & in the upper right corner of the Topics panel.

3 Navigate to the Pipelines tab. Click the Categories node, and ensure that the option Automatically
generate categories and rules is selected. For more information about the settings for the Categories
node, see “Specifying Settings for the Categories Node” on page 69. Once the node is run, the two new
topics appear in the Topics panel.

4 Right-click the Categories node, and select Run.
5 Once the Categories node is run, right-click the Categories node and select Open.

The topic that was added as a category appears in the Categories panel. To see the category rule that were
generated, select the new category. The category rule is displayed in the rule editor of the Edit Category tab.
For information about category rules, see “Writing Category Rules: Boolean Rules” on page 102.

View Matching Documents by Topic

In order to display matching documents for a topic, complete the following steps:
1 In the pipeline view, right-click the Topics node and click Open.
2 Select a topic from the Topics panel.

3 Click the Matched tab in the Documents panel.
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Using the Results Window for the Topics Node

Overview

After a pipeline has run successfully, you can view results for the Topics node by right-clicking on the node and
selecting Results. The Results window contains a Summary tab as well as an Output Data tab. These two tabs
are explained in detail below. In some cases, they enable you to create output data that can be used for further
modeling.

Performing Tasks in the Summary Tab

The Summary tab displays the bar chart Number of Documents Per Topic, as well as the Topics Score Code
panel. To see the count of the number of documents per topic, expand the Number of Documents Per Topic
bar chart by clicking < in the upper right corner of the panel. Position your cursor over each bar to display the
topic name and the document count for that topic. If a Sentiment node precedes a Topics node, then the
number of matching documents is displayed by sentiment within each topic. Any documents that are not
assigned to a topic are accounted for in the bar labeled No Matching Topic.

Performing Tasks in the Output Data Tab

The Output Data tab is located in the upper left corner of the Topics Results window, and enables you to
generate output data. A row is created for each document in the collection, and two columns are created for
each topic. One column displays the score of each document for a given topic, which is expressed as a decimal.
The other column displays a 0 or a 1 for each document, which indicates whether a document belongs to a
given topic. In order to generate output data, open the Output Data tab, and click View Output Data in the
middle of the screen. When the output data is successfully generated, the table containing that data
automatically appears. You can save the output data for later use by clicking the \&licon in the upper left corner
of the Output Data tab.

Note: Table names cannot exceed 247 bytes.

You can also visualize your Topics output data by clicking the &8 icon in the upper left corner of the Output Data
tab. The Explore and Visualize Output Data window appears, and you are prompted to select a CAS library that
you want to save your output table in.
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When you have selected a CAS library, click Explore and Visualize in the lower right corner of the window. This
redirects you to SAS Visual Analytics, where you can use a variety of tools to model your data. For information
about using SAS Visual Analytics, see SAS Visual Analytics: Getting Started with Reports.
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A category identifies a group of documents that share a common characteristic. The Categories node enables
you to create categories using different methods, which are described in the following sections. For more

information about the Categories node, see the following:
“Specifying Settings for the Categories Node” on page 69
“Using the Interactive Window for the Categories Node” on page 70

“Using the Results Window for the Categories Node” on page 73

Specifying Settings for the Categories Node

By default, SAS Visual Text Analytics can automatically generate categories and rules for topics that are added
as categories, as well as for variables that are designated as category variables in the Data tab. However, you
can deselect the Automatically generate categories and rules option to save processing time if you are

writing category rules yourself.
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You must run the Categories node in order to see any automatically generated categories and their rules.

Using the Interactive Window for the Categories
Node

Creating Categories from Category Variables

During project creation, you can assign the Category role to variables that you want to use for categorical
analysis. When you run a Categories node, a new category is created for each category variable, along with a
set of rules that are automatically generated.

Note: Rules might not be generated for every value in a variable with the Category role. This is because rules
are generated only if they show a statistically significant relationship between specific terms and the category
value. In some cases, the terms might not occur frequently enough to pick up this significant relationship.

In order to create a category using a category variable, complete the following steps:

1 Navigate to the Data tab, and select a variable from the variables table.

2 Locate the Role field in the upper right corner of the Data tab, and select Category from the drop-down list.
3 Navigate to the Pipelines tab, and select the Categories node.

4 Locate the options panel for the Categories node on the right side of the Pipelines tab, and select the
Automatically generate categories and rules option if it is not already selected.

Note: A Text Parsing node should precede the Categories node when automatically generating categories
and rules.

5 Right-click on the Categories node, and select Run.
6 Once the pipeline runs successfully, right-click the Categories node and select Open.

The category variable is displayed in the Categories panel. When you select a category in the Categories
panel, you can see the rules generated for that category in the Edit Category panel.

Creating Custom Category Rules

You can create custom categories by writing your own category rules. In order to create a custom category,
complete the following steps:

1 Navigate to the Pipelines tab.

2 Right-click on the Categories node, and select Open.
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Right-click All Categories in the upper left corner of the page, and select Add new category. The Add
Category window appears.

Enter a name for the new category, and click OK. Once the new category is created, you are directed to the
Edit Category panel.

Create category rules for the new category, using the Edit Category panel to create category rules for the
new category. For more information about writing category rules, see “Writing Category Rules: Boolean
Rules” on page 102.

y

(=) NOT

() NOTINSENT

If you want to disable this feature, click : and deselect Show autocomplete list.

oy

o

¢ Show autocomplate list
When you are finished creating your category rules, click [¢ in the Edit Category toolbar to validate your
new category rules.

Once your category rules have been validated, click Run Node in the upper right corner of the page to create
the new category.

Creating Categories from Textual Elements

The Textual Elements pane contains the terms that were kept during text parsing, and therefore is identical to
the Kept Terms panel in the interactive window for the Text Parsing node. You can use the Textual Elements
panel to create a rule for an existing category, or to create a rule for a new category. To create a rule from the
Textual Elements panel, complete the following steps:

1

2

Select a category from the Categories panel.
Locate the Textual Elements panel, and select the terms that you want to use in your category rule.

In the upper right corner of the Textual Elements panel, click [*. The Create Rules from Textual Elements
window appears.
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Create Rules from Textual Elements

Select an operator (and any relevant properties) to generate a rule. (2
Operator:

Or (OR) .

i

[11]

(OR,"flavors”,"flavor”,"wine”, "winas")

4 Select an operator from the drop-down list in the Operator field, and click OK. The new category rules are
created for the selected category.

Note: The new rule replaces any previous rule associated with the selected category.

5 Click Run Node in the upper right corner of the page.

Note: When you create category rules from textual elements, you do not need to validate the code before
running the node.

View Matching Documents by Category

The Documents tab consists of an All tab and a Matched tab. In order to display matching documents for a
category, complete the following steps:

1 In the Pipelines tab, right-click the Categories node and click Open.

2 Select a category from the All Categories list.

Note: Selecting a category that contains child categories will not return any matches.
3 Click the Matched tab in the Documents tab.

If a parent category is selected for matching, and that category has a child category, matches are shown only for
the parent category. If you want to see matching documents for a child category, you must select the child
category. The highlighted terms are the terms that determined the document’s membership in the category.

Note: In the case that emoji characters are present in the data source, they are rendered as a diamond
character with a ? in it within Model Studio.

When matches are returned, you can search within the set of returned documents by creating custom syntax in
the search bar. For information about using search syntax, see “Performing Searches on a Document Collection”
on page 77. You can also add a Relevancy column to the Documents tab, which displays a relevancy score

for each matching document. A relevancy score is a score that indicates how well a document satisfies a rule or
model. The best match has a score of 1 and reflects a perfect (100%) match. To add a Relevancy column,
complete the following steps:

1 Click ¥ in the upper right corner of the Documents tab, and select Manage columns. The Manage
Columns window appears.
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aim

Sentiment

Manage celumns h

Resize all columns to fit

2 Select Relevancy from the Hidden columns list and click + to add it to the Displayed columns list.

3 Click OK to create the new Relevancy column.

Using the Results Window for the Categories
Node

Overview

After a pipeline has run successfully, you can view results for the Categories node by right-clicking on the node
and selecting Results. The Results window contains a Summary tab as well as an Output Data tab. These two
tabs are explained in detail below. In some cases, they enable you to create output data that can be used for
further modeling. The content and functionality within each Results window varies between node types. Features
of the Results windows for each node type are explained in detail below.

Performing Tasks in the Summary Tab

The number of components that are present in the Summary tab depend on the presence of automatically
generated categories. If no automatically generated categories were created during the pipeline run, only the
Categories Score Code is displayed. However, when automatically generated categories are created, graphical
summaries are displayed for Diagnostic Counts for Automatically Generated Categories and Diagnostic
Metrics for Automatically Generated Categories.

The Diagnostic Counts for Automatically Generated Categories chart shows document counts for the
number of true positives, false positives, and false negatives by category.

Diagnostic Counts for Automatically Generated Categories 4 7

Documents
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The Diagnostic Metrics for Automatically Generated Categories chart displays the F-Measure, Precision,
and Recall values for each automatically generated category. A lower number of false positives results in a
higher precision value, and a higher number of false positives will result in a smaller precision value. The recall
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value is dependent upon the number of false negatives that are present. A lower number of false negatives
results in a higher recall value. A higher number of false negatives results in a lower recall value. The F-Measure
is a reflection of both the recall and precision values. Each of these three measures are represented by a value
between 0 and 1.

Diagnostic Metrics for Automatically Generated Categories
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Maximizing the Diagnostic Counts for Automatically Generated Categories chart enables you to view the
category, document count, and count type associated with each bar. Maximizing theDiagnostic Metrics for
Automatically Generated Categories chart enables you to view the category name, decimal value, and metric
type (precision, recall, or F-measure) associated with each bar. In order to see the values represented in each

chart, click «”in the upper right corner of either one. When you maximize the view for either chart, position your
cursor over each bar to see the values represented by each one.

You can also download the data from each graph by clicking & in the upper right corner of either one. The
resulting output is a CSV file.

Performing Tasks in the Output Data Tab

The Output Data tab enables you to generate both Transactional and Modeling ready output tables. In order
to create an output table, complete the following steps:

1 Locate the Data sources panel in the upper left corner of the Output Data tab, and select the desired output
table type from the Output Tables list.

Summary Output Data
&«

i Data sources

v Qutput Tables

Transactional

[hre
J

Modeling ready

2 Click View Output Data to load the data.
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Load the data for viewing.

View Output Data

When the creation of the output table is complete, the table automatically appears. In order to save your output
table, click the (&l icon in the upper left corner of the Output Data tab.

If you want to visually explore your output data, complete the following steps:

1 Click 88 in the upper left corner of the Output Data tab. The Explore and Visualize Output Data window
appears, prompting you to choose a CAS library to save the output data.

2 Select a data source, and click Explore and Visualize in the lower right corner of the Explore and Visualize
Output Data window.

This will redirect you to SAS Visual Analytics, where you can use a variety of tools to model your data. For
information about using SAS Visual Analytics, see SAS Visual Analytics: Getting Started with Reports.


http://documentation.sas.com/?docsetId=vareportsgs&docsetVersion=8.3&docsetTarget=titlepage.htm&locale=en
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Performing Searches on a Document Collection

The search feature in the documents panels of the interactive windows for each node can help you refine your
document collection. You can also search matching documents, giving you the power to fine-tune results.
Document panels are present in the interactive windows for the Concepts, Text Parsing, Topics, and Categories
nodes.

In order to search a document collection, place your cursor inside the search bar in the Documents panel. Use
the operators below in conjunction with your search query to create a more effective search.

Place a + in front of a term to find documents containing that term. For example, to find all documents that
contain the words furniture and leather, type +furniture +leather into the search bar. If a search query
contains a term that does not have a + in front of it, then that term is considered optional. For example, the
query +furniture leather returns all documents that contain the term furniture, and highlights the term
leather if it is present.

Place a - in front of a term to find documents that do not contain that term. For example, to find all documents
that do not contain the word leather, type -1eather into the search bar. When using only the - operator with
a term in the search bar, matches are not highlighted as the term is not present in matching documents.
However, the number of documents is updated to show only those that do not contain the queried term.

Note: If you use the - operator to search on data that includes empty documents, those documents will not
be included in the search results if there is a preceding Sentiment node.

Place a ~ in front of a term to find documents that contain either that term or a child term. For example,
entering +~include into the search bar returns documents that contain either the parent term, include, a
child term (such as includes), or both the parent term and a child term. You can also place a ~ between the -
operator and a term, which returns matches on documents that do not contain the specified term nor any of
its child terms. The ~ operator returns only child terms for nodes that are preceded by a Text Parsing node. If
a term is being used in conjunction with the ~ operator in a search query, and that term does not exist, the ~
operator is stripped from the query.

Place a * at the beginning, in the middle, or at the end of a search query to return matches on wildcards.
Placing a wildcard at the beginning of a search query returns matches on terms that end in the queried string
of text. For example, the query +*ion would return documents containing terms such as exception or action.
If a wildcard operator is placed in the middle of a search query, matches are returned on words that start with
the text string in front of the wildcard and end with the text string after the wildcard. For example, the query
+se*e would return matches for documents containing words like separate, service, and seize. If a wildcard
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operator is placed at the end of a search query, matches are returned on terms that start with the specified
text string. For example, the search query +comp* returns documents that contain terms such as
complaint,compare, and compromise.

Note: The * operator cannot be used in conjunction with the ~ operator. This is because the ~ operator
treats the * symbol as a literal as opposed to an operator.

Place quotation marks around queries when searching for multi-word terms or for a specific string of text. For
example, the search query "lost bag" will return all documents that contain the text string lost bag. The
search query 1lost bag, which does not contain quotation marks, returns all documents that contain either
the term lost or bag.

You can use search queries to further refine a set of matching documents for terms, categories, topics, or
concepts. For example, if your corpus contains 2000 documents, and only 500 of those documents are returned
as matches for a selected entity, then the Matched tab is updated and displayed as Matched (500 of 2000).
When the set of matching documents for a selected entity (term, topic, concept, or category) is returned, enter
your query in the search bar next to the Matched button and click the £ icon. If 250 of the original 500 matching
documents match your search query, the Matched button is updated to show Matched (250 of 500).

By default, the matches for your search query are highlighted. However, to highlight matches for the entity that
you originally selected, you can use the toggle button in the bottom right corner of the Documents panel.
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Note: The image above is from the Documents panel within the interactive window for the Text Parsing node.
Documents panels in the interactive windows for the Concepts, Topics, and Categories nodes have a toggle
button for Concept matches, Topics matches, and Category matches, respectively.

Using the Filter and Similarity Scoring Features

Filtering Terms

Terms can be filtered in the Terms panel, Kept Terms panel, Dropped Terms panel, and Textual Elements
panel. Filtering works by returning any terms that contain the text in your filter query, which means both partial
matches and exact matches are returned. As you make changes in the Filter bar, the list of terms being returned
is automatically updated to reflect each modification made to your filter query. When viewing the matching terms
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that are returned, you might notice that not all of them contain the text string that you entered in the Filter bar.
There are two circumstances that will cause this behavior:

When a parent term matches a filter query, all of its child terms are returned with it regardless of whether they
match the queried text.

When a child term matches a filter query, its associated parent term and any other child terms of the
associated parent term are returned.

The example below describes the match types that you can expect when using the Filter bar.

The Textual Elements panel shown below shows the results that are returned when the filter query plays is
used.

T
L)

Textual Elements (9)
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String A Role Frequency &
O » play 2059
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O playstation PN 270
] playstation M 58
O 0 epla nlpMounGrou 25
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| =lay 7
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O playstation M 5

Below is an explanation of some of the matches found for this particular filter query.

The term play is returned as a match because the filter term, plays, is a child term of play. This means that all
other child terms of play are returned as well.

The terms playstation, playstation network, and playstations are returned because they contain the filter
term, plays.

The terms online play, display, and replay are returned because they have child terms that match the filter.
The respective matching child terms are online plays, displays, and replays.

Filtering terms is a quick yet effective way to get a grasp on the contents of your document collection, and can
help you develop more robust concept and category rules. For example, suppose the category XboxUsers is
defined by the simple rule (AND, "xbox", (OR, "play", "use", "gamer") ). Although this rule returns
relevant documents, it is a very simple rule, and therefore might fail to return many other documents that are
also relevant.

Using the filter bar, you can identify other terms that are relevant to rules that you want to create. Using the
category rule for XboxUsers, suppose you filter on the terms from that rule. These terms are xbox, play, use,
and gamer. The results for each filter query are as follows:

For the filter query xbox, the terms xbox360, xbox system, and xbox console are returned.

For the filter query play, the term player is returned.
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For the filter query use, the termuser is returned.
For the filter query gamer, the terms hardcore gamer and casual gamer are returned.

From the results that are returned for each filter query, the category rule is modified as follows: (AND,

(OR, "xbox", "xbox360", "xbox system", "xbox console"),

(OR, "play", "player", "use", "user", "gamer", "hardcore gamer", "casual gamer")). By using
the terms that you discovered using the filtering mechanism, you create a rule that is more inclusive, resulting in
a larger and more representative collection of documents.

Generating Similarity Scores

As you explore your textual data, it might be useful to know which terms are “similar” to—that is, likely to appear
in the same context as—a selected term in your documents. You can generate similarity scores in the following
elements:

The Kept Terms panel in the Text Parsing node
The Terms panel in the Topics node
The Textual Elements panel in the Categories node and the Concepts node.

Note: In order to generate a Textual Elements panel in a Categories node or a Concepts node, you must
have a preceding Text Parsing node.

Understanding which terms appear in similar contexts can be useful for creating category rules, concept rules,
and user-defined topics. Although the following directions show you how to generate similarity scores in a
Textual Elements panel, the same steps are used to generate similarity scores in the Kept Terms panel and
the Terms panel. In order to generate similarity scores in a Textual Elements panel, complete the following
steps:

1 Select a term from the String column.

2 Click B in the upper right corner of the Textual Elements panel to generate similarity scores for the selected
term.
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Larger similarity scores indicate that a term is more likely to appear in the same context as the selected term. A

score of 1.0 is an exact match (in other words, the term itself). In order to hide similarity scores, click X in the
upper right corner of the Textual Elements or Terms panel.
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Writing Concept Rules: Basic LITI Syntax

Introduction to Concept Rules

Concept rules are written using LITI (language interpretation for textual information) syntax. Concept rules
recognize items in context so that you can extract only the pieces of the document that match the rule. For
example, you can create a custom concept named LaGuardiaAirportComments, and then write a rule that
extracts all documents in your document set that contain the word LGA. In other words, all of the documents
displayed for the concept LaGuardiaAirportComments would contain LGA.

Each document is evaluated separately for matches. Matches do not span documents.

For information about editing rules by using the interface and by using properties settings, see For a list of rule
types, see “Which Rule Type Should | Use?” on page 84.

The following list provides basic guidelines for using LITI syntax to write concept rules. The syntax is flexible,
and therefore the syntax elements can be combined in numerous ways.

A rule consists of a rule type (which is written in uppercase letters), followed by a colon, then by arguments.
For example, in the rule CLASSIFIER:LGA, CLASSIFIER is the rule type, LGA is the argument, and they are
separated by a colon. Rule modifiers can be used to further refine the set of matches. The rule syntax varies
greatly depending on the rule type; the basic syntax is included in the description of each concept rule in
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Table 12.1 on page 85, and each fact rule in Table 12.2 on page 87. For a list of rule modifiers, see
“Adding Rule Modifiers” on page 88.

Use descriptive concept rule names that cannot be used as single words (for example, baseballScore). You
can also include information about how you will use the concept in other rules by using a prefix (for example,
Helper_BaseballScore).

A single concept rule can reference one or more other concept names. You can also write rules that
recognize key words or elements within a specific context. For example, you can extract documents that
contain the string LGA only if it appears before the word Airport.

Use part-of-speech tags in rules to identify linguistic structures. For more information, see “Using Part-of-
Speech and Other Tags” on page 95.

Use Boolean and proximity operators to enhance the precision of your rules. For more information, see
“Using Boolean Operators for Extracting Concept Rules and Facts” on page 90.

Use morphological expansion operators to return inflected forms of a word.

Use coreference operators to resolve pronouns. For example, if the pronoun he were used to refer to walt
Disney, you can write a rule that specifies the canonical form (full form) and returns it in the concept. For
more information, see “Using the Coreference Operator” on page 94.

Concepts versus Facts
Facts (also called predicates) are related pieces of information in text that are located and matched together.

Facts can be identified within a custom concept. For example, suppose you want to identify US universities that
were named after presidents. You could write a rule that identifies George Washington as a US president
(Us_President Names) and also identifies George Washington University as a university named for
him (UNIVERSITY).

So, in the sentence There are countless active student organizations at George
Washington University, the string George Washington would match the concept
US_President Names and George Washington University would match UNIVERSITY.

You can use the following special types of concept rules to locate facts:

A predicate rule (PREDICATE_RULE) uses Boolean and proximity operators to help locate facts. For
example, you can use Boolean and proximity operators to specify terms that you want to occur within a
certain number of terms of each other. The following rule identifies occurrences of the term America
(denoted as country) that occurs within three terms of f£lag, emblem, or crest:

PREDICATE RULE: (country) : (DIST 3," country{America}",
(OR, "flag", "emblem", "crest"))

You can use a sequence rule (SEQUENCE) when the order of the items in the fact is important. A sequence
rule can detect a structure so that each term in the fact matches in the order that you specify with no
intervening items.

Which Rule Type Should | Use?

There are several distinct types of rules for extracting concepts and facts. You can specify more than one rule in
each custom concept or fact. It is important to understand the rule types so that you can select those that
efficiently generate the most matches for your purposes.

Note: For the concept rule syntax listed in the following tables, < > denotes an optional syntax element. ltems in
italics denote values that you must supply, such as strings and concept names.
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The table below lists the types of rules that are used for extracting concepts. Included is a brief description of
how each rule type is used, along with basic syntax. For examples of concept rule syntax, see “Concept Rule
Types: Examples” on page 101.

Table 12.1 Overview of Rules for Extracting Concepts

Rule Type Description and Basic Syntax

CLASSIFIER Identifies single terms or strings that you want matched in
context. For example, in a concept definition, you can
create CLASSIFIER rules that contain specific airport
codes. The portions of text that contain the airport codes
are considered matches to the CLASSIFIER rules.
CLASSIFIER:string<, informations>

When you want to match the character # as part of a
CLASSIFIER rule argument, you must precede it with the
character \. When you want to match the character , as
part of a CLASSIFIER rule argument, you must use the
character combination \ c. For example, the sentence
Stop, drop, and roll. would be returned as a
match for the rule CLASSIFIER: Stop\c drop\c
and roll.

CONCEPT Identifies related information by referencing other concepts.
For example, to capture documents that contain certain US
airport names and locations, you can create a CONCEPT
rule type in the definition. The CONCEPT rule type can
reference any other concept. For example, it can reference
a concept that contains a list of CLASSIFIER rules defining
airport codes, thereby accessing a list of airport codes.

CONCEPT is a rule type. It is not to be confused with a
“concept” in the general sense.

Note: The concept that you are referencing in the rule
is also matched as a string. For example, in the rule
CONCEPT : SCORE, the string SCORE is matched.
Therefore, it is recommended that you use concept
names that cannot be used as single words (for
example, baseballScore).

CONCEPT: argument-l<argument-n> where
argument can be a concept name, rule modifier, or
string.

C_CONCEPT Returns matches that occur in the specified context only.
For example, to extract matches that include names of
university professors, you could create a C_CONCEPT rule
that identifies matches on a concept (previously defined)
that identifies last names only when the matched names
are preceded by the word Professor.

Note: This rule type requires the ¢ {} modifier.

C_CONCEPT:<argument>_ c{argument }<argume
nt > where argument can be a concept name, rule modifier,
or string.
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Rule Type

CONCEPT_RULE

NO_BREAK

REGEX

Description and Basic Syntax

Uses Boolean and proximity operators to determine
matches. For a list of operators, see “Using Boolean
Operators for Extracting Concept Rules and Facts” on page
90.

Note: This rule type requires the _c{} modifier.
Quotation marks (") must surround the strings that
you want to match. The ¢{} can surround only one
argument, which is highlighted when matches are
returned. The other arguments that appear in
quotation marks provide context for the match and
must be present for a match to occur.

CONCEPT_RULE:
(<Boolean-rule-1>...<Boolean-rule-n> where
Boolean-rule can be a nested n times, and is written as:

Boolean-operator"_cargument-l} ", <"argume
nt-2">...<"argument-n"s)

Prevents partial matches by ensuring that a match occurs
only if the entire string is located. For example, suppose
you want to capture text that includes the item National
Gallery of Art. You can create a rule that ensures
that the entire string National Gallery of Artis
matched and not Gallery and Art as separate items.
When using NO_BREAK, remember the following:

This rule type requires the ¢ {} modifier.

NO_BREAK applies across the entire taxonomy
regardless of where the rule appears or whether
the rule is enabled or disabled.

Do not insert NO_BREAK rules just anywhere. It is
helpful to insert them all in one concept. That is,
create a concept that contains globally
implemented rules only (NO_BREAK or
REMOVE_ITEM). Having such rules all in one
place aids in troubleshooting the matching
behavior across your taxonomy.

NO BREAK: c{argument } where argument can be a
concept name (not recommended) or a string.

Identifies patterns of information that can be represented as
a series of character types, as in telephone numbers, ZIP
code, product numbers, or hyphenated words. No other
elements can be placed in a REGEX rule with the exception
of the regular expression itself. Also, the boundaries of the
match must coincide with token boundaries; you cannot
match a partial token with a REGEX rule. For example,
REGEX: [0-9] {5} matches any five digit number to help
find ZIP codes in the USA.

REGEX : regular-expression
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REMOVE_ITEM
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Description and Basic Syntax

Ensures that a correct match is made when one word is a
unique identifier for more than one concept. For example,
you can write a rule that distinguishes between the Arizona
Cardinals football team and the St. Louis Cardinals
baseball team. The context of each match is used to
eliminate incorrect matches.

Note: This rule type requires the ¢ modifier and the
ALIGNED operator. Quotation marks (") must
surround the strings that you want to match.

REMOVE_ITEM: (ALIGNED, " c { concept
name} ", <"argument" > where argument can be a
concept name or a string.

Table 12.2 on page 87 lists the rules used for extracting facts. Included is a brief description of how each rule
type is used, along with basic syntax.

Table 12.2 Overview of the Rules for Extracting Facts

Rule Type

PREDICATE_RULE

SEQUENCE

Description and Basic Syntax

Helps you define facts that you want identified in text. For information about facts, see
“Concepts versus Facts” on page 84.

PREDICATE RULE: (argument-name-1l...<argument-name-ns>) :
(Boolean-rule-1...<Boolean-rule-n>) where argument-name refers to a name
that you specify for fact matching, and where Boolean-rule can be nested n times, and is
written as:

(Boolean-operator, "_argument—name{argument} ", ..."<_argument-nam
e>{<argument>}")

The PREDICATE_RULE rule type is more flexible than the SEQUENCE rule type because it
does not always specify order.

Identifies facts in documents if the facts appear in the order specified with no intervening
elements. For information about facts, see “Concepts versus Facts” on page 84.

SEQUENCE:

(argument-name-1...<argument-name-n>) : argument-name-1 { argument } <
_argument name_n{argument } > where argument_name refers to a name that you
specify for fact matching, and where argument can be a concept name, rule modifier, or string.

Note: This syntax is written in its simplest form. Additional modifiers and arguments
for concept rule matching can be inserted.

The SEQUENCE rule type requires the number of argument-names specified must match the
number of _argument-names applied.

Using Punctuation

Use punctuation to qualify the matches for all rule types except CLASSIFIER and CONCEPT.
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Table 12.3 Punctuation in CLASSIFIER and CONCEPT Rule Types

Type of Punctuation

Colon

Comma

Single Space

Quotation Marks

Parentheses

Square Braces

Curly Braces

Adding Rule Modifiers

Description

Separates rule types and tags. Use a colon under the
following circumstances:

After a concept rule type (for example,
CLASSIFIER:)

Between the arguments list and the SEQUENCE
or PREDICATE_RULE definition.

Before a part-of-speech tag (for example, : Prep).

Separates operators and arguments in a CONCEPT_RULE
or PREDICATE_RULE definition. Add a space after the
comma and before the next argument.

Separates strings, concepts, part-of-speech tags, and rule
modifiers in CONCEPT, CONCEPT_RULE, SEQUENCE,
and C_CONCEPT rule types.

Encloses concept names and strings in arguments for
CONCEPT_RULE, REMOVE_ITEM, and
PREDICATE_RULE rule types.

Groups the arguments with each operator in
CONCEPT_RULE, REMOVE_ITEM, SEQUENCE, and
PREDICATE_RULE rule types.

Character class in the REGEX rule type.

Delimits information that is returned as a match.

Several types of concept rule modifiers can enhance the matching ability of a rule. The following tables list the
types of rule modifiers available, and denote which rule types they can be used in.

Table 12.4 Concept Rule Modifiers and Associated Rule Types

Modifier CLASSIFIER

Comments X
Context (_c{})
Word (_w)

Word with initial
capital letter (_cap)

Multiple matches
symbol (>)

CONCEPT

X

C_CONCEPT CONCEPT_RULE
X X

X (Required) X (Required)

X X

X X

X X
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Modifier CLASSIFIER CONCEPT C_CONCEPT CONCEPT_RULE

Morphological X X X
expansion symbols

(@, @A, @N, and
\Y

@v)

Boolean and proximity X
operators

Part-of-speech tags X X X
Export feature X

Coreference symbols X X X

(_ref{}, _P,and _F)

Regular expressions
(Regex)

Predefined concepts X X X

Table 12.5 Concept Rule Modifiers and Associated Rule Types, Continued

PREDICATE_RU
Modifier REMOVE_ITEM NO_BREAK SEQUENCE LE REGEX

Comments X X X X
Context (_c{}) X (Required) X (Required)
Word (_w) X X X X

Word with initial X X X X
capital letter

(_cap)
> symbol

Morphological X X X X
expansion

symbols (@, @A,

@N, and @V)

Boolean and X
proximity
operators

Part-of-speech X X X X
tags

Export feature

Coreference
symbols (_ref{},
_P,and _F)

Regular X (Required)
expressions
(Regex)
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Modifier REMOVE_ITEM
Predefined X
concepts

NO_BREAK

PREDICATE_RU
SEQUENCE LE REGEX

X X

Using Boolean Operators for Extracting Concept Rules

and Facts

The table below lists Boolean operators that you can use when you write concept rules and identify facts.

Table 12.6 Boolean Operators for Extracting Concept Rules and Facts

Operator

ALIGNED

AND

Description

Takes two arguments, where an argument is either a set of
elements specified within a set of double quotation marks,
or an operator and its arguments. Returns a match when
both arguments have the same matching span of text in a
document. Used with the REMOVE_ITEM rule type only.
For example, the following rule says to remove the match
for the concept DATE if that match is followed by the word
driver, and matches the string Sunday driver. This ensures
that Sunday driver will not return as a match for DATE.

REMOVE_ITEM: (ALIGNED, " c{DATE}
driver", "Sunday driver")

Takes one or more arguments. Matches if all arguments
occur in the document, in any order. For example, the
following rule returns a match on King Louis XIVifit
occurs in the document with France:

CONCEPT RULE: (AND, " c{King Louis
XIV}", "France")
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Operator Description

DIST_n (Distance) Takes a value for n and two or more arguments.
Matches if all arguments occur within n (or fewer) tokens of
each other, regardless of their order. If an argument
contains multiple tokens, then distance is calculated from
the first token of the first argument to the last token of the
last argument.

Note: The DIST operator does not calculate
distance for concept rules in the way it calculates
distance for category rules.

For example, the following rule returns a match in the
phrase standard contract for the supply

of goods:

CONCEPT RULE: (DIST 6, " c{standard
contract}", "for the supply", "of
goods™")

Note: For calculation purposes, the distance between
tokens is not inclusive. For example, the distance
between best and show in the phrase best in
show is two tokens. Tokens that include hyphens are
counted as one (for example, merry-go-round is
one token).

NOT Takes one argument. Matches if the argument does not
occur in the document. Must be used with the AND
operator. For example, the following rule returns a match if
cinema, theater, or theatre occurin the document,
but Broadway does not:

CONCEPT RULE: (AND, (OR, " c{cinema}",
" c{theater}", " c{theatre}"), (NOT,
"Broadway") )

Note: The NOT operator applies across the entire
document. All operators must have their own
parentheses around themselves and their associated
arguments.

OR Takes one or more arguments. Matches if at least one
argument occurs in the document. For example, the
following rule returns a match if one or more of the items
U.S.,US,orUnited States appear in the document:

CONCEPT RULE: (OR, " c{Uu.Ss.}", " c{us}
", " c{United States}")

Note: Rules that are generated by SAS Visual Text
Analytics nest the OR operator within the AND
operator. However, the OR operator can stand alone.

ORD (Order) Takes one or more arguments. Matches if all of the
arguments occur in the order specified in the rule. For
example, the following rule returns a match in the sentence
The warranty claim for the washing
machine was denied.:

CONCEPT RULE: (ORD, "warranty", "claim",
"denied")
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Operator

ORDDIST n

PARA

SENT

Description

(Order and distance) Takes a value for n and two or more
arguments. Matches if all arguments occur in the same
order that is specified in the rule and if all arguments are
within n tokens of each other. When arguments contain
multiple tokens, the distance is calculated from the first
token of the first argument to the last token of the last
argument.

Note: The ORDDIST operator does not calculate
distance for concept rules in the way it calculates
distance for category rules.

For example, the following rule returns a match in the
phrase standard contract for the supply
of goods:

CONCEPT RULE: (ORDDIST 6, " c{standard
contract}", "for the supply", "of
goods™")

Note: For calculation purposes, the distance between
tokens is not inclusive. For example, the distance
between best and show in the phrase best in
show is two tokens. Tokens that include hyphens are
counted as one (for example, merry-go-round is
one token).

(Paragraph) Matches if all the arguments occur in a single
paragraph, in any order. For example, the following rule
returns a match if the paragraph contains the term
Manhattan and also includes the token apartment
(Only Manhattan is highlighted.):

CONCEPT RULE: (PARA, " c{Manhattan}",
"apartment")

Note: PARA rules work properly only when they are
applied to data sets that contain paragraph delimiters
\n\n (new line), \\t (tab), or <P> (paragraph). PARA
cannot be applied on the Test Sample Text tab.
PARA also cannot be applied to data that is contained
in folders.

(Sentence) Takes two or more arguments. Matches if all the
arguments occur in the same sentence, in any order. For
example, the following rule returns a match when Amazon
and river occur within the same sentence:

CONCEPT RULE: (SENT, " c{Amazon}",
"river")

Delimiters are used for sentence tokenization. Tokenization
is a process that breaks up sentences into words, phrases,
symbols, or other meaningful elements (tokens). Note that a
period ( . ) does not necessarily indicate an end of sentence
(for example, Mr. Quackenbush or Boston, Mass.
could occur in the middle of a sentence). For a list of
sentence delimiters, see Table 12.11 on page 107.
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SENT_n

SENTEND_n

SENTSTART_n
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Description

(Multiple sentences) Takes a value for n and two or more
arguments. Returns matches within n sentences. For
example, the following rule returns a match for the concept
GENDER and the term he within two sentences. Suppose
the concept GENDER contains the following rule:

CLASSIFIER:male
You can then write this rule:

CONCEPT RULE: (SENT 2, " c{GENDER}",
llhe n )

(End of sentence) Takes a value for n and one or more
arguments. Returns matches within n tokens of the end of
the sentence. For example, suppose the concept GENDER
contains the following rule:

CLASSIFIER:female

Then the following rule returns a match for the concept
GENDER, and the term she within five tokens from the end
of a sentence:

CONCEPT RULE: (SENTEND 5, " c{GENDER}",
n She n )

Note: When you specify the value of n, consider that
the end of the sentence is 0. Tokens that include
hyphens are counted as one (for example, merry-
go-round is one token).

(Start of sentence) Takes a value for n and one or more
arguments. Returns matches within n tokens of the
beginning of the sentence. For example, the following rule
locates matches for the sentence The patient
experienced breathing difficulty. :

CONCEPT_RULE:(SENTSTART_5,
" c{patient}", "breathing",
"difficulty")

Note: When you specify the value of n, consider that
the beginning of the sentence is 0. Tokens that
include hyphens are counted as one (for example,
merry-go-round is one token).
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Operator Description

UNLESS Takes two arguments, the second of which is one of the
following operators (with its arguments): AND, SENT, DIST,
ORD, or ORDDIST. Restricts certain matches by specifying
a relationship between two arguments and allowing a match
only if a third argument does not intervene. Used in rule
types PREDICATE_RULE and CONCEPT_RULE only.

For example, the following rule does not include the token
river in its matches. In addition, the rule returns matches
forMississippi the state and not Mississippi the

river:
CONCEPT RULE: (UNLESS, "river", (SENT,
" c{Mississippi}", "United States"))

The rule ensures that river does not appear between
Mississippi and United States in the matches.

Note: When you specify a concept governed directly
by the UNLESS operator, specify concepts that
contain only CLASSIFIER or REGEX rules.

Using the Coreference Operator

Use the coreference modifier (_ref{}) when you want to link pronouns and other words with the canonical form
(full form) of the terms that they reference.

Suppose you have a concept named LEADERS that includes this rule:
CLASSIFIER:Congressional leaders

You can create the concept THEY SAID that enables they to reference its canonical form, Congressional
leaders. Both forms are matched in the document.

C_CONCEPT: c{LEADERS} said ref{they}

You can use the following symbols with the coreference modifier (_ref{}). Place the symbol after the
_ref{concept} modifier.

> (Multiple matches) — Locates multiple instances of a match that is specified by the coreference modifier
(_ref{}). For example, you might want to return the canonical form of the name Ms. Geraldine Jones
each time the nickname Geri is encountered. The > symbol enables this match to occur after the first time
the canonical form of the name is located.

C _CONCEPT: c{Ms. Geraldine Jones} ref{Geri}>
_F (Forward) — Returns only matches that occur from the coreference rule match onward. Sample syntax:
C CONCEPT: c{PERSON} as ref{TITLE} F

_P (Preceding) — Returns only matches that occur up to and including the coreference rule match. Sample
syntax:

C CONCEPT: c{MILITARY BRANCH} as ref{HONOR} P

Using the Export Feature

The Export feature enables you to find matching occurrences of terms or phrases found in CLASSIFIER rules
and then export them to one or more concepts. This feature is useful for conditional matching of terms or
phrases. You can export matches from multiple concepts to one concept, or to more than one concept.
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Note: The Export feature can be used only with CLASSIFIER rules.

For example, suppose you want to find all the occurrences of the term accounts receivable that occur
together with the name Sokolov, and export those matches to the concept AR. You could write the following
rule in a concept named ACCOUNT HOLDER:

CLASSIFIER: [export=AR:accounts receivable] :Sokolov

The rule first matches the term Sokolov. If that match is found, the rule checks the documents for any
occurrences of the term accounts receivable and assigns any matches to the concept AR. In the list of
matches for ACCOUNT HOLDER, the term Sokolov would be highlighted. In the list of matches for AR, the term
accounts receivable would be highlighted. Note that in order for the rule to work, the primary term (in the
example, Sokolov) needs to be present anywhere in the document before accounts receivable can be
returned as a match for the concept AR.

Concepts that you are exporting to (such as AR in the example) must exist in the list of concepts and can contain
additional rules (or be empty). The following example illustrates how to export two sets of terms to the same
concept.

CLASSIFIER: [export=text2]:textl

If textl and text2 appear in a document, return textl and text2 as separate matches for the concept
where this line is located. For example, suppose you have written the following rule:

CLASSIFIER: [export=SAS] :institute

The string SAS institute returns SAs and institute as matches to the concept where this line is located.
The string institute (occurring alone) is a match, but not SAS occurring alone.

Using Part-of-Speech and Other Tags

Part-of-speech tags enable you to locate matches by the part of speech that the searched item belongs to,
rather than locating a specific term. These tags are useful when you know the syntax but not the exact wording
of an item that you are seeking. Also included are other tags that are not considered parts of speech (such as
punctuation).

Because the parts of speech are sensitive to the context in which they appear, the same word might be tagged
differently, depending on the surrounding text. For example, the word will could be tagged as a modal verb
(she will be a big star someday) or noun (a last will and testament).

Part-of-speech tags are preceded by a colon ( : ). The tags are case-sensitive. For example, suppose you want
to match an attribution for a quotation in a news article. You know that the syntax for the match appears as
Senator from sfafe or Senator of stafe but you do not know the name of the senator. You can use the
following rule:

C_CONCEPT:SENATE TITLE c{ cap cap} :Prep STATE

The rule assumes that there is a concept SENATE TITLE that contains words such as majority leader,
senator, and senators, and a concept STATE that includes names of states. The :Prep tag indicates a
preposition (for example, £rom or of). A match on the C_CONCEPT rule would occur on the text Senator
Phineas Craymoor from North Carolina took the floor.However, the following text would not
produce a match because the word and is not a preposition: Senators Phineas Craymoor and Garrett
Garcia from North Carolina pushed the bill through.

Table 12.7 Part-of-Speech Tags (For English)

Part-of-Speech Tag Definition Examples

:ABBREV Abbreviation etc., Ms, cm
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Part-of-Speech Tag
:Acomp

:Adv

:Asup

:C

:date

:digit

:Det

sinc
Int

:Md

:Npl
:Num
‘PN
:PossDet
:PossPro
:PreDet
:Prefix
:Prep

:Pro

Pl
sep
;time

:url

Definition
Comparative adjective
Adverb

Superlative adjective
Conjunction

Date

Sequence of numbers
Determiner

Foreign

Unknown word
Interjection

Modal

Noun

Plural noun

Number

Proper noun
Possessive determiner
Possessive pronoun
Pre-determiner

Prefix

Preposition

Pronoun

Relative pronoun

Particle

Separator and punctuation
Time

File names, pathnames, URL

Examples

cooler, luckier, worse
lyrically, physically
mellowest, merriest, best
when, yet, after, except
2000-02-21, 04/03/2012
2345, 234.22, 21/234
the, an, every

facto, klieg, modus
slaster, lijer

hah, hello, tallyho

can, should, will

cake, love, shoe

peas, sheep, shoes
one, twenty, hundred
SAS, Cary, Goodnight
our, his, my

mine, yours, hers
quite, such, all

cross, ex, multi

on, under, across

he, one, somebody, me

myself, oneself, themselves
away, forward, in

-

7AM, 10:00 pm

A:/mydir/file.txt, www.sas.com



Part-of-Speech Tag

vV

:V3sg

:Ving

:Vpp

:Vpt

‘WAdv
:Wdet
:WPossPro

:WPro
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Definition

Undeclined be, do, or have auxiliary
Undeclined verb

First person singular verb

Third person singular be, do, or have
auxiliary

Third person singular verb

Present participle be, do, or have
auxiliary

Present participle

Past participle be, do, or have auxiliary
Past participle

Past tense be, do, or have auxiliary
Past tense verb

Adverbial wh
Demonstrative determiner wh
Possessive determiner wh

Nominal wh

Using Regular Expressions (Regex)

Examples

be, do, have
go, see, love
am

is, does, has

goes, sees, loves

being, doing, having

bucketing, climbing
been, done, had
dashed, factored, gone

was, were, did, have
dashed, factored, went

how, when, whereby
which, what, whatever
whose

whose, what, whoever

Use regular expressions (Regex syntax) to identify regularly occurring patterns in the text that might include
numbers, punctuation, and characters. You can use regular expressions to match patterns such as license plate

numbers (example: ABX-0444), part numbers for manufacturing components (example: TMS1T3B1M5R-23),

hyphenated words (example: fifty-nine), and so on. The following guidelines apply to Regex syntax:

97

Characters are matched within a string in sequence when represented without square brackets ([ 1 ). For
example, the following rule matches only the word any (anyone or anything would not be matched):

REGEX: [crash]

If you add a plus sign (+) as follows, the rule matches one or more of the characters specified in any
combination, such as rash, cash, ash, and crass (but not crashpad or crashdummy):

REGEX: [crash] +

Characters are matched within a string in sequence when represented without square brackets ([ 1 ). For
example, the following rule matches only the word any (anyone or anything would not be matched):

REGEX:any

To match words that contain any, you can modify the rule to use asterisks (*) to match other character
occurrences (or none) surrounding any. For example, the following rule matches any, anyone, anything,

and Many:

REGEX: [A-Za-z] *any [A-Za-z] *
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You can specify a range of characters to be matched. For example, the following rule matches lowercase
characters between a and £, inclusively:

REGEX: [a-f]
To add uppercase characters, use the following rule:
REGEX: [A-Fa-f]

You can specify characters that should not be matched (negated characters) by inserting a caret (*) before a
set of characters. For example, the following rule matches all characters, numbers, and symbols in text
except a, e, i, o, and u:

REGEX: ["aeiou]
Note: Matches returned by * are limited to ASCII characters.

Characters that are reserved for special meaning (metacharacters) must be escaped with a backward slash
(\) to be literally matched in a regular expression. The metacharacters are: [, 1, (,), 2, *,+, ., -, \,and |

For example, [\?] matches a question mark ? in text.

Numbers are matched as-is within a string when represented without square brackets ([ 1 ). For example,
the following rule matches part numbers that begin with 0125- and end with a letter:

REGEX:0125\- [A-Za-Zz]

Numbers are matched by specifying ranges when enclosed in square brackets ([ 1 ). For example, the
following rule returns a match on a number between 0 and 9:

REGEX: [0-9]

CAUTION! For a project whose project language is set to Korean, REGEX rules might not work as expected.
Using another rule type, such as a CLASSIFIER rule, in conjunction with a REGEX rule results in the REGEX rule
working as expected.

The special characters used for matching in Regex syntax can be used in combination and are shown in the
table below.

Table 12.8 Special Characters (Metacharacters) Used in Regular Expressions

Character or Expression Description

()

%

(Alternative) Indicates that matches occur when either
regular expression a or b is matched. Example: a | b

Grouping mechanism (non-remembering). Used in
expressions for clarity. Example: (?:(?:ababab) | b)

(Wildcard) Matches any single ASCII character.
Matches %

Matches 0 or 1 occurrences

Matches 0 or more occurrences

Matches 1 or more occurrences
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{}

\a
\n
\r
\t
\f
\e
\d
\D
\w
\W
\s
\S
\xh
\xh
\Oo

\Oo
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aracter or Expression Description
Indicates repetition:
{n} matches exactly n occurrences
{n,} matches at least n occurrences
{n,m} matches at least n occurrences but no more
than m occurrences
Alarm (beep)
New line
Carriage return
Tab
Form feed
Escape
Digit (same as [0-91)
Not a digit (same as [*0-91)
Word character (same as [a-zA-Z 0-9])
Non-word character (same as [*a-zA-Z 0-91])
Whitespace character (sameas [ \t\n\r\£]11])
Non-white-space character (same as [* \t\n\r\£]1])
Hexadecimal number, where h is a hexadecimal character
h Hexadecimal number, where h is a hexadecimal character
Octal number, where o is an octal digit
0 Octal number, where o is an octal digit

The following restrictions apply to Regex syntax:

Regex syntax works similarly to regular expressions in Perl. However, the two are not identical.

Character matching for characters, numbers, or symbols that are specified inside square brackets ([] ) does
not occur at the word level. For example, the following rule matches the isolated letters x, y, and z, but no
matching occurs for the words xylitol, yes, or recognize:

REGEX: [xyz]

If you add a plus sign (+) to match multiple occurrences (or one occurrence) as follows, the rule matches any
combination of the characters that are specified. Examples include xzx, yz, and zyzy:

REGEX: [xyz] +
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However, because of the presence of characters other than x, y, and z, there is no matching for words xx1,
syzygy, or diy.

You cannot refer to concepts in a Regex expression.
Backward references to matches in the text are not supported.

Parentheses ( ) as a grouping mechanism where matches are remembered are not supported.
Parentheses are used merely for clarifying matching rules.

Using Morphological Expansion Symbols

You can use morphological expansion in all rule types except CLASSIFIER and REGEX. For example, to
expand the word breathe to all verb forms, which include breathes and breathing, use the following syntax
for the argument: “breathe@v”.

Table 12.9 Morphological Expansion Symbols in Concept Rules

Symbol Description

@ Expands the concept rule to match all inflectional forms of
the word in the argument. For example, the argument
“wonder@” returns the matches wonder, wonders,
wondered, wondering, and so on.

Note: If you apply @ to a word that SAS Visual Text
Analytics does not recognize, no expansion occurs.
Only the exact string specified before the @ is
matched. For example, “grath” would not expand.
Only the string grath would return a match in the
rule.

@A Expands the concept rule to match inflected comparative
and superlative adjective forms of the word in the argument.
For example, the argument “happy@A” returns the
matches happier and happiest.

Note: If you apply @A to a word that is not an
adjective, no expansion occurs.

@N Expands the concept rule to match all inflected noun forms
of the word in the argument. For example, the argument
“quality@N” returns the matches quality and
qualities.

Note: If you apply @N to a word that is not a noun, no
expansion occurs.

@V Expands the concept rule to match all inflected verb forms
of the word in the argument. For example, the argument
“transfer@V” returns the matches transfer,
transfers, transferred, and transferring.

Note: If you apply @V to a word that is not a verb, no
expansion occurs.

Note: Morphological expansion does not include misspellings that have been detected in the Text Parsing node.
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Adding Comments

You can insert comments into rule definitions that have separate rules appearing on successive lines, such as
CLASSIFIER rules. The comment continues until the end of the line. Comments are written as #comment
text.

Note: The pound character (#) denotes a comment. If you want to match # in a rule definition, you must use a
backward slash (\) as an escape character before the #. (Example: The expression 99\ # attempts to match the
string 99#.)

The pound character (#) can also be used to comment out a rule. To comment out a rule, insert a pound
character (#) at the beginning of a line that contains a rule.

Concept Rule Types: Examples
Examine the syntax in the examples to understand how to write different types of concept rules.

CLASSIFIER
Example: To extract documents that contain US airport codes, you can create a concept named
USAirports that includes these CLASSIFIER rules:

CLASSIFIER:BUF
CLASSIFIER:BUR
CLASSIFIER:BVK

So, documents that include a match on one or more of the airport codes BUF, BUR, or BVK, return a match for
USAirports.

CONCEPT
Example: To extract documents that contain flight arrival information, create a concept named
onTimeArrivals. The rule definition for onTimeArrivals contains the CONCEPT rule type. The
CONCEPT rule type can reference the concept UsSAirports , which enables airport codes to be detected.
The rule definition for the concept onTimeArrivals is as follows:

CONCEPT:at USAirports on time, where USAirports includes CLASSIFIER rules that identify US
airport codes.

C_CONCEPT
Example: To extract documents that include names of university professors, create a C_CONCEPT rule
named professorNames whose definition includes this rule:

C_CONCEPT:Professor _c{firstName lastName}

The rule indicates that matches are returned when £irstName and lastName (previously defined) are
found, but only when they are preceded by the word Professor. Provide the context for the match by using
the modifier _e and enclosing the argument that you want to match in the braces ({}). The rule modifier
_e{} indicates that the match occurs within the context of the specified concepts.

NO_BREAK
Example: Suppose you want to extract National Gallery of Art, butthere also exists a concept
named classTypes that includes the CLASSIFIER rule Art. You can create the following rule that prevents
a partial match on classTypes and ensures that the entire string National Gallery of Artis
matched:

NO BREAK: c{USArtGalleries}
The rule modifier _c indicates that the match occurs within the context of another concept.

REMOVE_ITEM
Example: Suppose you want to extract the baseball team St. Louis Cardinals, but not the football team
Arizona Cardinals. You have a concept named football that includes the rule
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CLASSIFIER:Cardinals. You have another concept named baseball that includes the rule
CLASSIFIER:Cardinals. The following rule returns matches for the baseball team only:

REMOVE ITEM (ALIGNED, “ c{football}”, “baseball”)

Note: The REMOVE_ITEM rule type could influence matches outside of the concept in which it is used. In
this case, the rule could influence matches in thefootball rule because the rule specifies that items be
removed.

REGEX
Example: To extract whole numbers in text (such as 1, 23, 456, and so on), use the rule REGEX: [0-9] +.
This rule requires that one or more consecutive digits occur and are without decimals.

Example: To extract a number that uses decimal notation, such as 392.55, 45.25, and 0,987654321, use
the following rule:

REGEX: [0-91+[,\.]1[0-9]+

This rule returns a match on one or more digits, a comma, or a period, and then ending in one or more digits.
For more information about writing Regex rules, see “Using Regular Expressions (Regex)” on page 97.

CONCEPT_RULE
Example: Suppose you want to extract Amazon the company, not Amazon the river. You could use this rule,
which would return a company name within three words of the term company, but not if there were nature-
related words in the document.

CONCEPT RULE: (AND, (DIST 3, " c{company}", "company"), (NOT, "natureTerms"))

SEQUENCE
Example: Suppose you want to extract first and last names only from a list of first, middle, and last names.
You can use a SEQUENCE rule to define the arguments £irst and last. By using these arguments,
matches are made on the concepts firstName, middleName, and lastName, but matches are returned on
only firstName and lastName.

SEQUENCE: (first, last): first{firstName} middleName last{lastName}

PREDICATE_RULE
Example: Suppose you want to match a company to its products. You could use the following
PREDICATE_RULE, which assumes that the concept company includes CLASSIFIER rules that list
company names and the concept products contains CLASSIFIER rules that list products. ltems must
appear in the same sentence.

PREDICATE RULE: (company, product): (SENT, " company{copmany}", "produces",
" product {products}")

Writing Category Rules: Boolean Rules

Introduction to Category Rules

Category rules resolve to True or False. True results in a match. Category rules use Boolean and proximity
operators, arguments, and modifiers to define the conditions that are necessary for category matches. Category
rules are simpler to write than LITI rules and are recommended when there is no need to extract specific
information from the data. For a list of Boolean and proximity operators, see “Boolean and Proximity Operators
for Category Rules” on page 103.

Use the following syntax for a category rule:

(OPERATOR, argument1, argument2, ...)
where arguments can be terms, strings, or nested rules.
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General rules for syntax:

Boolean and proximity operators and their arguments are enclosed in parentheses and separated with
commas. The arguments are included in quotation marks (“”). Example: (AND, "my w holiday",
"_Cap n )

Rules can be nested. Example: (AND, (OR, "courage", "courageous"), (OR, "brave",
"bravery"))

Reference a category from another category by using special syntax called tmac syntax (_tmac). For more
information, see “Using _tmac for Referencing Categories” on page 110.

Concept names can be referenced in category rules. If you reference a concept, the concept matches are
used to contribute to the true/false match of the category rule. Concept names must be enclosed in braces
( [1 ). For example, to reference the concept gamesShows in a category rule, you could write the rule (OR,
" [gameShows] ").

Note: In categories, matches on concepts are based on an All Matches method, which returns all matches
found in the text.

Special symbols can be used to modify the rules to include, wildcards, case sensitivity, and so on. For a list
of symbols, see “Using Symbols in Boolean Rules” on page 108.

Note: XPath expressions are not supported.

Boolean and Proximity Operators for Category Rules

The table below shows a list of Boolean and proximity operators that you can use to write category rules.

Table 12.10 Boolean and Proximity Operators for Category Rules

Operator Description

AND Takes one or more arguments. Matches if all arguments
occur in the document, in any order. For example, the rule
(AND, "King", "Louis", "XIV") returnsa

match if King, Louis, and XIV all occur in the document.

DIST_n (Distance) Takes a value for n and two or more arguments.
Matches if all arguments occur within n (or fewer) tokens of
each other, regardless of their order. If an argument
contains multiple tokens, then distance is calculated from
the first token of the first argument to the first token of the
last argument.

Note: The DIST operator does not use the same
approach for calculating distance in a category rule
that it does in a concept rule.

For example, the rule (DIST 5, "standard
contract", "for the supply", "of
goods") returns a match in the phrase standard
contract for the supply of goods.

Note: For calculation purposes, the distance between
tokens is not inclusive. For example, the distance
between the tokens best and show in the phrase
best in show is two tokens. Words that include
hyphens are counted as one token (for example,
merry-go-round is one token).
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Operator

END_n

MAXOC_n

MAXPAR_n

MAXSENT _n

MIN_n

MINOC_n

Description

(From the end of the document) Takes a value for n and
one or more arguments. Matches if the argument occurs
within n tokens from the end of the document. For example,
therule (END_35, "conclusion") returns a match if
conclusion is found within 35 tokens from the last token
in the document.

Note: Words that include hyphens are counted as
one word (for example, merry-go-round is one
word).

(Maximum occurrence) Takes a value for n and one or more
arguments. Matches if the document contains n or fewer
occurrences of the arguments (in any order or
combination). For example, the rule (MAXOC_ 8,
"savings", "offer", "best") returns a match if
savings occurs in the document six times. There is also
a match if of fer occurs in the document six times and
best occurs twice.

(Maximum paragraph) Takes a value for n and one or more
arguments. Matches if all arguments occur within the first n
(or fewer) paragraphs of the document, in any order. For
example, the rule (MAXPAR 4, "seasonal",
"herbs", "plants") returns a match if seasonal
occurs in paragraph 4, herbs occurs in paragraph 2, and
plants occurs in paragraph 2.

Note: MAXPAR rules work properly only when
applied to data sets that contain paragraph delimiters
(\n\n). MAXPAR cannot be applied on the Test
Sample Text tab. MAXPAR also cannot be applied in
the Categories node to data that is contained in
folders.

(Maximum sentence) Takes a value for n and one or more
arguments. Matches if all arguments occur within the first n
sentences of the document, in any order. For example, the
rule (MAXSENT 4, "weight loss", "plan")
returns a match if weight loss and plan occurin
sentence 3 of the document. For a list of sentence
delimiters, see the SENT operator.

(Minimum) Takes a value for n and one or more arguments.
Matches if the document contains at least n of the
arguments specified (in any order). For example, the rule
(MIN_2, "Hollywood", "tinseltown",
"movieg") returns a match if Hollywood and
movies occurin the document. However, there is no
match if Hollywood occurs twice and no other arguments
occur.

(Minimum occurrence) Takes a value for n and one or more
arguments. Matches if the document contains at least n
occurrences of the arguments specified (in any order or
combination). For example, the rule (MINOC 2,
"Hollywood", "tinseltown", "movies")
returns a match if Hollywood and movies occur in the
document. There is also a match if Hollywood occurs
twice and no other arguments occur.



Operator

NOT

NOTIN

NOTINDIST_n

NOTINPAR

NOTINSENT
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Description

Takes one argument. Matches if the argument does not
occur in the document. Must be used with the AND
operator. For example, the rule (AND, (OR,
"cinema", "theater", "theatre"), (NOT,
"Broadway") ) returns a match if cinema, theater,
or theatre occur in the document and Broadway does
not.

Note: The NOT operator applies across the entire
document.

(Not in) Takes two arguments and matches if the first
argument does not appear within the second argument. For
example, the rule (NOTIN, "butter", "peanut
butter") identifies butter when it does not appear
within the noun phrase peanut butter. This sentence
returns a match: Early American colonists
churned their own butter.

(Not in distance) Takes a value for n and two arguments.
Matches if the arguments do not occur within n tokens of
each other, or if the first argument listed in the rule occurs in
the document and the second argument does not. For
example, the rule (NOTINDIST 3, "orange',
"green") returns a match if orange and green do not
occur within three tokens of each other, or if only orange
appears in the document. The following sentence returns a
match because the tokens that are specified in the rule are
more than three words apart: How green is my
valley, how orange is the sunset?

Note: For calculation purposes, the distance between
tokens is not inclusive. For example, the distance
between the tokens best and show in the phrase
best in show is two tokens. Tokens that include
hyphens are counted as one token (for example,
merry-go-round is one token).

(Not in paragraph) Takes two or more arguments and
matches if all arguments occur within the document but
appear in separate paragraphs. For example, the rule
(NOTINPAR, "China", "export") returnsa
match if China and export occur in separate
paragraphs (without the other argument present).

Note: NOTINPAR rules work properly only when
applied to data sets that contain paragraph delimiters
(\n\n). NOTINPAR cannot be applied on the Test
Sample Text tab. NOTINPAR also cannot be applied
in the Categories node to data that is contained in
folders.

(Not in sentence) Takes two or more arguments and
matches when the first of the two arguments is present and
the second of the two arguments does NOT occur. For
example, the rule (NOTINSENT, "trade",
"China") indicates that “trade” matches if the word
“China” does not occur in the same sentence. For a list of
sentence delimiters, see the SENT operator.



106 Chapter 12 / Writing Rules

Operator

OR

ORD

ORDDIST_n

PAR

Description

Takes one or more arguments. Matches if at least one
argument occurs in the document. For example, the rule
(OR, "U.s.", "US", "United Statesg")
returns a match if one or more of the items U.S., US, or
United States appear in the document.

Note: Rules that are generated by SAS Visual Text
Analytics nest the OR operator within the AND
operator. However, the OR operator can stand alone.

(Order) Takes one or more arguments. Matches if all of the
arguments occur in the order that is specified in the rule. It
cannot be used with SENT (or any other operator that limits
the scope of matches). For example, the rule (ORD,
"warranty", "claim", "denied") returnsa
match in the sentence The warranty claim for
the washing machine was denied.

(Order and distance) Takes a value for n and two or more
arguments. Matches if both arguments occur in the same
order that is specified in the rule and if both arguments are
within n tokens of each other. If an argument contains
multiple tokens, then distance is calculated from the last
token of the first argument to the first token of the last
argument.

Note: The ORDDIST operator does not use the same
approach for calculating distance in a category rule
that it does in a concept rule.

For example, the rule (ORDDIST 4, "standard
contract", "for the supply", "of
goods™") returns a match in the phrase standard
contract for the supply of goods.

Note: For calculation purposes, the distance between
tokens is not inclusive. For example, the distance
between the tokens best and show in the phrase
best in show is two tokens. Words that include
hyphens are counted as one token (for example,
merry-go-round is one word).

(Paragraph) Takes one or more arguments. Matches if all
the arguments occur in a single paragraph, in any order.
For example, the rule (PAR, "director",
"budget") returns a match if the paragraph includes
both director and budget.

Note: PAR rules work properly only when applied to
data sets that contain paragraph delimiters (\n\n).
PAR cannot be applied on the Test Sample Text tab.
PAR also cannot be applied in the Categories node
to data that is contained in folders.
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Operator Description

PARPOS_n (Paragraph position) Takes a value for n and one or more
arguments. Matches if all arguments occur within the n
paragraph, in any order. For example, the rule

(PARPOS_ 2, "journalists", "detained",
"overseasg") returns a match if journalists,
detained, and overseas occur within paragraph 2 of
the document.

Note: PARPOS rules work properly only when applied
to data sets that contain paragraph delimiters (\n\n).
PARPOS cannot be applied on the Test Sample Text
tab. PARPOS also cannot be applied in the
Categories node to data that is contained in folders.

SENT (Sentence) Takes two or more arguments. Matches if all the
arguments occur in the same sentence, in any order. For
example, the rule (SENT, "growth", "hormone")
returns a match in the sentence Patients who take
a growth hormone might experience side
effects. For a list of sentence delimiters that can be
used with the SENT operator, see Table 12.11 on page 107.

START_n (From the start of the document) Takes a value for n and
one or more arguments. Matches if the argument occurs
within n tokens from the start of the document. For
example, the rule (START 22, "infection")
returns a match if infection occurs within 22 tokens of
the first word in the document.

Note: Words that include hyphens are counted as
one token (for example, merry-go-round is one

token).
Table 12.11 Sentence Delimiters for the SENT Operator
Delimiter Description
\r\n\r\n Two consecutive carriage returns and new lines (for

documents created in Windows)

\r\n \r\n Two consecutive carriage returns and new lines, separated
by a space

.<SPACE> Period (.) followed by an ASCII space

\n Period (.) followed by a new line

A\r Period (.) followed by a carriage return

! Exclamation point
\n Exclamation point followed by a new line

N\r Exclamation point followed by a carriage return
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Delimiter

?2\n

?\r

Using Symbols in Boolean Rules

Description

Question mark

Question mark followed by a new line

Question mark followed by a carriage return

Period followed by a closing parenthesis
Exclamation point followed by a closing parenthesis
Question mark followed by a closing parenthesis

Period followed by double quotation marks

To modify your Boolean rules for category matching, you can use the symbols listed in “Using Symbols in
Boolean Rules” on page 108. Symbols are written as suffixes to strings in arguments. For example, to expand
the word breathe to all inflected verb forms, which include breathes and breathing, use the following

syntax for the argument: “breathee@v”.

Table 12.12 Special Symbols Used in Boolean Rules

Symbol

*

Description

(Wildcard matching) Matches any characters that occur at
the beginning or end of the word. For example, the
argument “travel*” returns the matches travels,
traveled, traveler, traveling, and soon. The
argument “*room” matches bedroom, cloakroom,
ballroom, room, and so on.

Beginning of sentence) Starts searching at the beginning of
the sentence to find a match. For example, the argument
“*Independent” returns a match in this sentence:
Independent research was conducted.

Note: Tokens (words, phrases, symbols, or other
meaningful elements) need to be entered specifically
to be considered for matching. For example, if you
are searching for **In this case, use the
argument “*\*\*In this case”. Also note that
backward slashes (\) are used as escape characters
for the asterisks (*) so that the asterisks are not
treated as wildcards.
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Symbol Description

$ (End of sentence) Starts searching at the end of the
sentence to find a match. For example, the argument
“deleted. $” returns a match on the following sentence:
All the files were hastily deleted.

Note: Tokens (words, phrases, symbols, or other
meaningful elements) need to be entered specifically
to be considered for matching. For example, the
argument “deleted$” would not produce a match
on the following sentence: A11 the files were
hastily deleted. because the ending period (.)
was not specified.

@ (Morphological expansion) Expands the category rule to
match all inflectional forms of the word in the argument. For
example, the argument *wonder@” returns the matches
wonder, wonders, wondered, wondering, and so
on (but does not return a match on wonderful).

Note: If you apply @ to a word that SAS Visual Text
Analytics does not recognize, no expansion occurs.
Only the exact string specified before the @ is
returned. For example, “grath” would not expand.
Only the string grath would return a match in the
rule.

@A (Morphological expansion for adjectives) Expands the
category rule to match inflected comparative and
superlative adjective forms of the word in the argument. For
example, the argument “*happy@A” returns the matches
happier and happiest.

Note: If you apply @A to a word that is not an
adjective, no expansion occurs.

@N (Morphological expansion for nouns) Expands the category
rule to match all noun forms of the word in the argument.
For example, the argument “quality@N” returns the
matches quality and qualities.

Note: If you apply @N to a word that is not a noun, no
expansion occurs.

@V (Morphological expansion for verbs) Expands the category
rule to match all verb forms of the word in the argument.
For example, the argument “transfer@Vv” returns the
matches transfer , transfers, transferred, and
transferring.

Note: If you apply @V to a word that is not a verb, no
expansion occurs.

L (Literal matching) Matches a literal string. Useful when you
want to match a string that includes symbols. For example,
the argument “$USD_L” returns the match $USD.

Note: Tokens (words, phrases, symbols, or other
meaningful elements) need to be entered specifically
to be considered for matching.
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Symbol Description

C (Case matching) Specifies case-sensitive matching. For
example, the argument “Iris C” returns the match
Iris,butnotiris.

Using _tmac for Referencing Categories

Referencing a category enables you to use the rules in an existing category without having to duplicate the
rules. Use tmac syntax (_tmac) to reference an existing category in a category rule. The definition of the existing
rule is processed in the category that references it.

To reference a category, you must identify its path. All category paths begin with @. From there, you can specify
the path by following the category hierarchy.

For example, suppose you have the following category structure under All Categories:

NAME
FIRST

LAST
You would reference the category FIRST as @NAME/FIRST.

You can use the tmac syntax with Boolean operators. For example, suppose you want to reference the category
FIRST from a category called FIRST NAME. You could add this rule in the FIRST NAME definition:

(OR, tmac:"@NAME/FIRST")

To enforce a first name followed by last name (FIRST LAST), you could add this rule in a category called
COMPLETE_NAME:

(ORD, tmac:"@NAME/FIRST", tmac:"@NAME/LAST")

The definitions written in FIRST and LAST are automatically processed.
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Recommended Reading

Here is the recommended reading list for this title:
SAS Text Analytics for Business Applications: Concept Rules for Information Extraction Models

Text Mining and Analysis: Practical Methods, Examples, and Case Studies Using SAS
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Introduction to Part-of-Speech and Other Tags

The part-of-speech tags for rule writing for languages other than English are listed in the following tables. Also
included are other tags that are not considered parts of speech (such as punctuation). All tags are case-
sensitive and are preceded by a colon (:) in concept rules. For more information, including English tags, see
“Using Part-of-Speech and Other Tags” on page 95.

Part-of-Speech Tags for Rule Writing

Arabic

Table A1.1 Part-of-Speech Tags for Arabic

Part-of-Speech Tag Description Examples
:ADJ Adjective A s
:ADV Adverb Lay) uad
:CONJ Conjunction & d
:DET Determiner 8l
:DIALECT Dialect Jsl
:FUT Future particle g
JINTERJ Interjection Y, dal
INTERROG Interrogative e o
:NEGPART Negative particle o

:NOUN Noun s dals
:NUM Number Ayl eyl
:PART Particle REig
:PREP Preposition o= Y
:PRON Pronoun el Gl
:PROP Proper noun Sl

:PUNC Punctuation o8



Part-of-Speech Tag
:CV

v

PV

:ASCII

:DEFAULT
:NUMBER

:URL

Chinese

Description
Imperative verb
Present verb
Past verb
English word
Unknown word
Number

URL

Table A1.2 Part-of-Speech Tags for Chinese

Part-of-Speech Tag
A

:ASCII

‘NR

Description

Adjective

ASCII characters in half-width and full-

width
Conjunction
Adverb

Number
Interjection
Location/direction
Other morpheme
Other prefix
Other suffix
Idiom (chengyu)
Quantifier

Noun

Proper noun, name

Part-of-Speech Tags for Rule Writing 115

Examples

Clall L

Lali oy 5ils
memory, tablets
oy Galdic)

1.8, 200

www.sas.com

Examples
B, FF0, HEg, %8

sas, do, happy, day2136456, AP E C,
G20

=, 5, #AR

FE, Riw, B, KE

1051, 1.9

TR, IE, B

FE, T, B

B W

I, 3k

i, &, ™

AEER, ELHES, —EER
+ 4, RFLER, LB, 105 1
A, RF,BE,

PEF, RIFE, AED
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Part-of-Speech Tag

:NR_xing

‘NS

:NS_abbr

NT

‘NZ

:Punct

:sep

T
U
:UNKNOWN

sinc

:date

;time

:url

Description

Proper noun, last name for Chinese
(most are single characters)

Proper noun, geographic

Proper noun, abbreviation for country
names (all are single characters)

Proper noun, organization
Proper noun, miscellaneous
Onomatopoeia

Preposition

Punctuations or symbols (the majority
are English)

Separator (English period)
Classifier
Pronoun

Subcountry location (general; specifics
only within sinosphere)

Temporal phrase

Particle

Unknown word

Unknown word

Verb

Punctuation or symbols
Interjectional particle

Date (Only ISO week date)

Time

URL, pathname, and email address

Examples

® %, EE, B

FHE, X8, LR

7,9, %8,

FEmEKRE, LAEE
BE, flEE

I, LRSI, B3 R MM
R, T

2% @ ($

N, L RE, i
%, fffd, X

b, £z, &, RE

SXR, RE, A, £5
W, 7T, &

fm, 4

o

&, AR, BE, HiW

o ' ?2%@ $
m, &, B

2003-W52-6,2003 -W52 -6

www.sas.com



Croatian

Table A1.3 Part-of-Speech Tags for Croatian

Part-of-Speech Tag Description
A Adjective
:ADV Adverb
:CONJ Conjunction
(INTJ Interjection
‘N Noun

:PTCL Particle
:PPOS Preposition
:PRO Pronoun

R Verb

:NUM Number
;time Time

:PUNC Separator or punctuation
‘PN Proper noun
Czech

Table A1.4 Part-of-Speech Tags for Czech

Part-of-Speech Tag Description

A Adjective

:ADV Adverb

:CONJ Conjunction

(INTJ Interjection

‘N Noun

:NUM Spelled out number

Part-of-Speech Tags for Rule Writing

Examples

svaki, hrvatskim, koje

uistinu, tamo

a, ali, kad

hej, hajde, oh

dan, april, dr, itd.

ne, bilo (as in “bilo koje”)

sa, bez, o

ja, me, ih, nas, vam, njihovoj, svasta
voli, doSao, pozvala, dodite, bih
2, dva, sedmi, 1.23.2015

23:30:01

Aleksandar, Jelenu, Gorenje, Zagreb

Examples

duchovni, cely, v8echny, Certvijaky,
ktera, jakém, zadnej

napftiklad, dal, zaroveri, nékam, ne
a, nebo

ahoj, fuj

autort, lidem

tfi, dvoje, Sestatficaté

117



118 Appendix 1 / Part-of-Speech Tags (for Languages Other Than English)

Part-of-Speech Tag Description Examples

digit Number 33, 1844, 14.3.2014

:PPOS Preposition v, Z

:PRO Pronoun kdo sobé, nas, tomto, tim, nikoho, nic,
jeji, mou

vV Verb nebyl, jdou

sep Separator or punctuation ,

‘PN Proper noun Pavel, Valenta, Chotébofskym

sinc Unknown or foreign word mp3, larger

;time Time 23:30:01

:url URL www.sas.com, http://www.sas.com

Danish

Table A1.5 Part-of-Speech Tags for Danish

Part-of-Speech Tag Description Examples

A Adjective socialest, udartendere

:ADV Adverb sydsydast

:CONJ Conjunction Sasom

:DET Number den

:(INTJ Interjection joh, pgj

‘N Noun thyboernes, centerer, DVS, FL, ibm,
netscape, tirsdag

:NUM Number tyvefem, tredive

‘PN Proper noun Egholm, Franck, Carlos, Mallorca,

Groth, Leth, Renault, Corel

:PPOS Preposition fra, trods
:PRO Pronoun dens, hans, jerselv, sigselv
Vv Verb opofre, lzesende, anvender, bliver,

tredjebehandlet, laeste, leese, tilvirk,
bemyndiges, fuldkommenggredes



Part-of-Speech Tag
:date

‘time

-digit

:url

sep

sinc

Dutch

Description

Date

Time

Digit

Internet address
Separator or punctuation

Unknown word

Table A1.6 Part-of-Speech Tags for Dutch

Part-of-Speech Tag
A

:ADV

:CONJ

:DET

:digit

:NUM

sinc

‘PN
:PPOS
:PRO
sep

:url

Description
Adjective
Adverb
Conjunction
Determiner
Number
Numeral
Unknown word

Noun

Proper noun

Preposition

Pronoun

Separator or punctuation
URL

Verb

Part-of-Speech Tags for Rule Writing

Examples

23-12-2012, 12/12/2012
:23:50, 09:23

2012, 12.23

http://www.sas.com

bl, erne

Examples

betrouwbaar, gelukkig, mooi
eenmaal, hier, nu

als, doch, hoe

de, der, een, ten, ter

21

acht, elf, miljard, duizend
XIXX

geluk , schoonheid, kg, zgn, anti,
hoofde, tijde, voordele

Amerika, Nederland
met, per, te, van

alles, beide, hetgeen

http://www.sas.com

119

helpt, vernieuwt, helpen, vernieuwen,

helpende, vernieuwende, geholpen,
vernieuwd
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English

Table A1.7 Part-of-Speech Tags for English

Part-of-Speech Tag
A

:ADV

:CONJ

:date

:digit

:DET

iinc

(INTJ

:NUM
‘PN

:PPOS

:PRO

'sep

;time

:url

Description

Adjective

Adverb

Conjunction

Date

Sequence of Numbers
Determiner

Unknown word
Interjection

Noun

Number
Proper noun

Preposition

Pronoun

Separator or punctuation
Time
Filenames, pathnames, URL

Verb

Examples

luckier, worse, mellowest, merriest
lyrically, physically, luckier, worse
when, yet, how, when, whereby
04/03/2012

2345, 234.22, 21/234

the, an, every, our, his, my, such, all
slaster, lijer

hah, hello

love, sheep, shoes, etc., Ms, cm, facto,
klieg, modus

twenty, hundred
SAS, Cary, Goodnight

on, under, across, after, except, away,
forward, in, ex, multi

he, one, somebody, me, myself,
oneself, yours, hers, which, whatever,
whose, whoever

ol
7AM, 10:00
A:/mydir/file.txt, www.sas.com

be, do, have, am, can, should, will,

goes, sees, is, does, doing, having,
climbing, been, had, was, were, did,
have, dashed, factored, went



Farsi

Table A1.8 Part-of-Speech Tags for Farsi

Part-of-Speech Tag
A
:Acomp
:Asup
:Appl
:ADV
:CLASS
:CONJ
:DET
(INTJ

‘N

:Npl
:NUM
:NUMord
‘PN
:PPOS
:PRO
:PUNC
:Vinf

Vv

:ASCII

:DEFAULT

Description

Adjective
Comparative Adjective
Superlative adjective
Participle used as adjective
Adverb

Classifier

Conjunction
Determiner
Interjection

Noun

Plural noun

Numeral

Ordinal numeral
Proper noun
Preposition

Pronoun

Punctuation or symbol

Infinitive (usage similar to English
gerund)

Verb
ASCII characters and digits

Unknown word

Part-of-Speech Tags for Rule Writing

Examples
dadsd JKasa
Adadsn SdRs A
Gidladsa | o A8 A
sl eaililad
QUK RPUS{ SN
ol a3
aSylls | R

ool

&l o8 el

ada ,G-"J‘ (4853
Lada Wzl

Osilie 2a 50
Oela o g (e gl
Lo il )yl

s YLD

L L0

“(¢%

Gs3, 0Nl

Pl Al s Ol s
happy, 2017, love123

B
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Finnish

Table A1.9 Part-of-Speech Tags for Finnish

Part-of-Speech Tag

A
:ADV
:CONJ
:date
:digit

sinc

:PN
:PPOS
:PRO
sep
:time

:url

French

Table A1.10

Part-of-Speech Tag

A

:ADV

:CONJ

Description
Adjective
Adverb
Conjunction
Date

Number
Unknown word
Noun

Proper noun
Preposition
Pronoun
Separator or punctuation
Time

URL

Verb

Part-of-Speech Tags for French

Description

Adjective

Adverb

Conjunction

Examples

loistava, korkea
ohitse, juuri

ja, vaan, ellej, jotta
2001-12-02

1234, 7

auttonkkan, eggs
siltoineen, postiksi
Pertti, Fazer

pitkin, kanssaan
noihin, muussa, ketka
o+

12:00:00, 7PM

http://www.sas.com

heilahtamassa, heilauttaen, olla, kinko,
pas, lAhennemme, kumarrettava,
jaettu, meditoitpa, ihastele,
omistautuisi, pakkaa

Examples

comparable, compassionnelle,
intraduisibles

plutdt, individuellement

et, ou, lorsque, puisque



Part-of-Speech Tag
:DET
-digit
linc
(INTJ
‘N

:PN
:AFX
:PPOS
:PTCL
:PRO
:sep

:url

German

Description
Determiner
Number
Unknown word
Interjection
Noun

Proper noun
Affix
Preposition
Particle

Pronoun

Separator or punctuation

URL

Verb

Table A1.11 Part-of-Speech Tags for German

Part-of-Speech Tag
A

:ADV

:CONJ

:DET

digit

:NUM

:EMP

sinc

Description
Adjective
Adverb
Conjunction
Determiner
Number

Numeral

Emphatic or intensifier

Unknown word

Noun

Part-of-Speech Tags for Rule Writing

Examples

sa, tes, ce

123, 12.3, 12.3.2003, 12/3/2003
analytics

tralala, zzz

zébre, encyclopédie
Eurotunnel, Egypte

anglo, éco

jusque, aux, du

vitae, ab

lui

http://www.sas.com

vais, obligez, travaillées, traduire,
tramant

Examples
zuverlassig
gern, sehr
und, oder
eine, manch
21

funf, zwolf
ganz

XIXX

Schoénheit, Zuverlassigkeit

123
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Part-of-Speech Tag Description Examples

‘PN Proper noun Mozart, Nirvanas, Niederlanden
:PPOS Preposition kontra, ober, lob

:PRO Pronoun er, sie, der, heraus

:sep Separator or punctuation ,

:url URL http://www.sas.com

vV Verb ging, half, gehen, helfen
Greek

Table A1.12 Part-of-Speech Tags for Greek

Part-of-Speech Tag Description Examples

A Adjective EVOPUNTIKOG, aRabog
:ADV Adverb TTOAU, €TTiONG

:CONJ Conjunction Kal, aANG

‘DET Determiner £vag, o

(ANTJ Interjection Xaipe, o1Ta

:N Noun MAAO, BEVTPO

:PTCL Particle Tapa

:PPOS Preposition axpl, 014

:PRO Pronoun €0U, QUTOG

vV Verb Traicape, Taivews, Taigel, Taifape,

Traioupe, TTaifovTag, TraipvovTag,
KOTAOKEUAOTW, £Aa

:url URL http://www.sas.com
:date Date 2015-12

:digit Number 1,20

sep Separator or punctuation P

sinc Unknown word XAM



Part-of-Speech Tag

;time

‘PN

Hebrew

Description
Time

Proper noun

Table A1.13 Part-of-Speech Tags for Hebrew

Part-of-Speech Tag
A

:ADV

:CONJ

(INTJ

‘PN
:PPOS
:PRO

:NUM

:date
digit
;inc
sep
;time

:url

Description
Adjective
Adverb
Conjunction
Interjection
Noun

Proper noun
Preposition
Pronoun
Quantifier
Verb

Date

Number
Unknown word
Separator or punctuation
Time

URL

Part-of-Speech Tags for Rule Writing

Examples

23:59

MavTtoeoTep

Examples

IR ,ND!

nnL1l NN

2721 IR

NN LOIR

NNLAX ,IITAN ,21INNA AN
TINITR ,N2AK 78!
2¥X ,NITIX

P L n"n L,NNKA L INIX
[N, TRR

120K ,NVAX ,NNY
12/31/2016, 2016-12-31
100, 6,666, 6.000

happy, happy123, oxavia

14:30:30

http://www.sas.com

125
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Hindi

Table A1.14 Part-of-Speech Tags for Hindi

Part-of-Speech Tag Description

A Adjective

:PRO Pronoun

‘N Noun

:ADV Adverb

:CONJ Conjunction

:DET Determiner

:(INTJ Interjection

:NUM Number

‘PN Proper noun

:PPOS Particles

Vv Verb

:PUNC Separator or punctuation
sep Separator or punctuation
linc Unknown word

-digit Number
Hungarian

Table A1.15 Part-of-Speech Tags for Hungarian

Part-of-Speech Tag Description
A Adjective
:ADV Adverb
:AFX Affix

:CONJ Conjunction

Examples
T, ST
AT, W

AT, FAferT
TATI, T
afe, 7=y

T, T

e, el

ST, STEATAE
Epic

T, T

FT, T

oz, 334

0,3

Examples
természetes, gyors
néha, gyorsan
meg, el

és, de



Part-of-Speech Tag
:DET

(INTJ

‘N

:NUM

:PN

:PPOS

:PRO

:date
-digit
iinc
sep
‘time

:url

Indonesian

Description
Determiner
Interjection

Noun

Spelled out number
Proper noun

Pre- or Postposition
Pronoun

Verb

Date

Digit

Unknown word
Separator or punctuation
Time expression

URL

Table A1.16 Part-of-Speech Tags for Indonesian

Part-of-Speech Tag
A

‘N

:ADV

:CONJ

:DET
:NUM

(INTJ

Description
Adjective
Noun

Adverb
Conjunction
Verb
Determiners
Number words

Interjections

Part-of-Speech Tags for Rule Writing

Examples

a, az, egy

koszi, no
ablakoknak, zsirafra
tizezer, szaznegyven
Angliaban, Andrea
szerint, alatt

annak, velem
utazgatok, vagyunk
2003.12.18., 25-én
16, 2014

inconnue

1?7%$

22:40

127

http://metin2univers.mindenkilapja.hu

Examples

lonjong, menjengkelkan
kosmologiku, lotengnya, dpa
mingguan, perlahan

sambil, biarpun

biaskanlah, membuntutiku
sebuah

empat, delapan

hai, hoi
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Part-of-Speech Tag
:PRO
‘PN

:PPOS

sep
iinc
:digit
:url

:date

Italian

Description
Pronoun
Proper noun

Phrasal; the word can be combined
with another word to form a phrase

Separator or punctuation
Unknown words
Number

URL

Date

Table A1.17 Part-of-Speech Tags for Italian

Part-of-Speech Tag

A

:CONJ
:DET
-digit
;inc

(INTJ

‘PN
:PRO
:PPOS
sep

:url

Description

Adjective

Conjunction
Determiner
Number
Unknown word
Interjection
Noun

Proper noun
Pronoun
Preposition
Separator or punctuation
URL

Verb

Examples
dikau, engkau
irlandia, filipina

sebiru, secantik

",
jpg, png
22,490
www.jakarta.go.id

12/31/2016

Examples

affidabile, bellissimo, felice,
felicemente, rapidamente

ma, oppure, sebbene

il, la, uno

21

ah, ahimeé

Xrxx

affidabilita, bellezza, felicita
Roma, Italia

io, ne

con, in, per, anti, ri, anza, issimo

http://www.sas.com

andare, andando, andasse, andato



Japanese

Table A1.18 Part-of-Speech Tags for Japanese

Part-of-Speech Tag
AJ

AV

:AVC

:AVD

:AVE

:AVF

:AVO

:AVQ

:AVS

AVT

:CN
:CP
:DA
:DM
:DN

:MD

‘NA
‘NC
:NK
NT
NV

‘NP

Description

Adjective

Adverb

Adverbs of form or condition
Adverb of degree

Adverb of evaluation
Adverb of frequency
Adverb of opinion

Adverb of quantity
Adverb of statement
Adverb of tense or aspect
Auxiliary verbs
Conjunction

Copula

Adverbial demonstrative
Prenominal demonstrative
Pronoun

Prenominal modifier
Interjection

Adverbial noun

Common noun

Content noun

Noun of time

Verbal noun

Proper noun

Part-of-Speech Tags for Rule Writing

Examples

U, LW ERIZE
WA A, EY)

B, <279V
EXTEHE,RLT
EELE &R
H<ET, LELE
Whid, #iL T

KA, W< 5

WA, HEhE
2& E<

NERE, 5LV, &5
WK, BL, EiFE
R BALE

5,5, HDKRSIC
CO,HD, TA K
bh, 55, HEC
NEZ, XD, BA K
bhh, H~ 2 AL
BBTHR, BIZFA
D, E0, CE

K%, B, £A

R, AR, iR

W T OREHERTE, KM

129
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Part-of-Speech Tag
‘NH

:NHM

:NHS

:NPO

:NL

:NN

:PC

:PE

:PN
PP
:PQ
:PS
:PRJ1
:PRJ2
:PRN
:PRV

:SJN

:SJV

:SNA

:SNC

:SNN
SNV
SV

V1

Description

Proper noun of Person
Proper noun of Given name
Proper noun of Family name
Proper noun of Organization
Proper noun of Place
Numeral

Particles of case marker

Particles that appear at the end of the

sentence

Particles that combine nominals
Particles that combine clauses
Particles of quotation

Particles that mean only or foo
Prefixes to i-adjective

Prefixes to na-adjective
Prefixes to nominals

Prefixes to predicates

Suffixes to nouns and configure
adjectives

Suffixes to verbs and configure
adjectives

Suffixes to adjectives and configure
nouns

Suffixes to classifiers and configure
nouns

Suffixes to nouns

Suffixes to verbs and configure nouns

Suffixes to verbs

Ichidan Verb

Examples

FIISFE, FIIEA, I

RIIF, KBB, BBETF

oK, £, B

KE, XE, KERERZES

KE, B, RRE
F.%, 6
Z, T, 0O, N

2, %, %8

VL, BVU I, T
NS, K5, DI
T, &, 2L

T, 0Hk <5

2EFEL, <EL

=W, s

tAB, N—U

2F, ¥, F
Az, DAY
8%, n3, LEiF>

BEB, U, UNB
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Part-of-Speech Tag Description Examples

V5 Godan Verb BT, RUOL, ED

VK Kuru Verb *3

V81 Suru Verb EE

VS2 Suru Verb d B33 Hv3 893

VSN Suru Verb BVYEV, BARL

VZ Zuru verb #*92 FTD

:SC Special category-comma N

:SCP Special category-closed parentheses Yy Y ]

:SOP Special category-opened parentheses ( ( [

:SK Special category-other symbols ? ..~

:SP Special category-period °

:SS Special category-space

:digit Number 1.0, 10

sep Separator or punctuation .,

:KATAKANA Unknown word in katakana 1‘\1—5‘ TNAT a3y, #THER=>
>

‘HIRAGANA Unknown word in hirakana EARESH

:UNKNOWN Unknown word g, B

:ASCII English word Display, Momen t e

To use Japanese POS tags in LITI rules, you need to add the Form type after the POS tags. For the POS tags of
nominals, add |ROOT after the POS tags, for example, ‘NC|ROOT’, ‘DN|ROOT’, ‘CN|ROOT'. For the POS tags
of predicates, add the conjugation forms listed in the table below, for example, ‘AJJCONJ’, ‘V1|COND'.

Form Type Japanese Description English Description Examples
ROOT HEELRK Basic form of nominals s, F
BS ASEXE basic form of predicates R, R
BSDEA TFTILHERE dearu basic conjunctive BHATHD
BSWR T AGIEA R desu basic BATTY

COND XEEARF written basic form HW\WEDOT
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Form Type

CONDDEA

CONDDEATA
CONDDESTA
CONDTA
CONDWR
CONJ
CONJDEA
CONJDEATA

CONJDEATARI

CONJDESTARI
CONJDESTE
CONJTARI
CONJTE
CONJWR

DEATA

DESTA

IMP
IMPDEA
IMPWR

INT

IPE
IPEDEAWR
IPEWR

KANO

Japanese Description

TP IFIRGER

e RIZIEES 315
T AP R RS
EES 257
MEESMT
EXERKE

TV ILHERERF
T ERERT

TTILFZRERRF

FANRRERR U

TAFZRERT

SRERRVFE
RRERT
NEEERT

FTILFZFE

TAFZ

FT IS EH

T IFIXFERRT

MEERRT

English Description

basic euphony conditional

dearu ta conditional

desu ta conditional

ta conditional

written conditional

basic conjuctive

dearu conjuctive-tari form
dearu/ta conjunctive-te form

dearu ta conjunctive-tari
form

desu ta conjunctive-tari form
desu ta conjunctive -te form
ta conjunctive -tari form

ta conjunctive -te form
written conjunctive

dearu ta form (plain past
tense)

desu ta form

imperative

dearu imperative

written imperative
intention form

Imperfective

written -dearu imperfective
written imperfective

form that attaches to can
words

Examples

HOE, BAP, EThE, F
GRS

BhrTHNE
BHhTHO IS

BHrTLES

Bk (KT ), EL, BHK
BLrTHY

BhrTHOIY

BhTLEY
BghrTLT
BOWY, EN 21
EVWT, &ELT
HVWES, HHD

BATHIZ

BhTLE

T, Ehn, BASL
Thh, BHTHN
HLEOEL

FES

FE(KL)
NETHS

ENs (F)

Ah, Kz



Form Type

PASS

PERF

PNOM
PNOMWR
PSU
PSUDEA

PSUDEATA

PSUDES
PSUDESTA

PSUTA

SHIEKI

TA

Korean

Japanese Description

Part-of-Speech Tags for Rule Writing 133

English Description

ZHF form that attaches to
passive forms
ETH form that attaches to
perfective
A G B AEARTE basic prenominal
NEEE S written prenominal
BEXHEER (-da) basic presumptive
FTILHEREER dearu presumptive
FTILIRREER dearu ta presumptive
TAINERHEE T desu presumptive
TR REET desu ta presumptive
AREEF ta presumptive
ERR form that attaches to
causatives
2

Table A1.19 Part-of-Speech Tags for Korean

Part-of-Speech Tag
:AD

AJ

:GAC

:GAD

:GAH

:GAJ

:GAP

:GAR

Description

ta form (plain past tense)

Examples

KD
F3/19

EE(CL), BHhE L5
RE HFEFEE

BNBS, BAEDD
HETHDS

BATHO DS, TH -
55

FETLELS
HETLESS

BALDS EAS1ED3,
BALELS

HLWEDOE

TALE, BA2 Iz, BAIE

(3

Adverb

Adjective

Case grammatical affix
Determinative grammatical affix
Change grammatical affix
Conjunctive grammatical affix
Predicate grammatical affix

Respect grammatical affix

Examples

ot &Ll o7

Al QAL &
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Part-of-Speech Tag Description Examples

:GAT Time grammatical affix A, A, #A

:GAX Auxiliary grammatical affix &, B 7R

:1J Interjection of, Wl, 124

‘NN Noun st&, &, "

:NNB Bound noun AR

:NNP Proper noun ME, ol FEIFoiH
:NUMBER Number stLt, =, A

:PF Prefix -, -, &B-

:PN Prenoun kA 7| EH

:PR Pronoun 0|73, oA, ol&
:PUNC Punctuation .?21(0)

:SF Suffix ol ol=s P ey

VB Verb XL, FCH ot
:ASCII English Word Korean, iPhone, SK
:DATE Date 2015-04-28, 20150428
:DEFAULT Unknown word StHE, AF2IZ, Fe4
:TIME Time 23:59:59

:URL URL http://www.sas.com
Norwegian

Table A1.20 Part-of-Speech Tags for Norwegian

Part-of-Speech Tag Description Examples

A Adjective leket

:ADV Adverb alltid, framover
:CONJ Conjunction som

:date Date 12/23/2012, 23/12/2012



Part-of-Speech Tag
:DET
(INTJ

‘N

‘PN

:NUM
:PPOS
:PRO
:PUNC

:url

Polish

Description
Preposition+determiner
Interjection

Noun

Proper noun

Number
Preposition
Pronoun
Punctuation
URL

Verb

Table A1.21 Part-of-Speech Tags for Polish

Part-of-Speech Tag
A

:ABBREV

:ADV

:CONJ

:INTER

‘N

:NUM

:PART

:PPOS

:PRO

Description
Adjective
Abbreviation
Adverb
Conjunction
Interjection
Noun
Numeral
Particle
Preposition

Pronoun

Part-of-Speech Tags for Rule Writing 135

Examples
idette, idenne
hm

anordningen, tydeets, mfl, mht, tusen,
seks, sms

Egholm, Puccini, Tertnes, Hoyem,
Lundberg, Braathens, ruskursus,
agrknen

12, 23,234

fra

jeg, det, dens, sjglve
N

http://www.sas.com

a, trikes, brukende, fyltes, brukte,
krislende, brukt, gasjerer, slepp

Examples

wilasne, kazda, gtéwnych
p.n.e., n.e.

wiecej, tylko

i, czyli

ej, fuj, amen

teorie, miejscach, Wojciech
siedmiu, tysiecy

tez

za, z, na, do

sie, sami, go, tobie
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Part-of-Speech Tag Description Examples

Vv Verb wiedzie¢, dotart

:date Date :01/01/2012, 12/12/17, 12-23-2001,
23-12-01

:time Time 23:30:01

:digit Number 12, -5, 23,45

sep Separator or punctuation A

:url URL http://www.sas.com

‘PN Unknown or foreign proper noun Achitophel, Trzcinski, LP-vinyl

iinc Unknown or foreign word sapiens, ela544

Portuguese

Table A1.22 Part-of-Speech Tags for Portuguese

Part-of-Speech Tag Description Examples

A Adjective confiavel, feliz

:ADV Adverb belamente, felizmente
:CONJ Conjunction e, que

:DET Determiner alguns, cada, os, dessas, dum
:digit Number 21

linc Unknown word XXX

ANTJ Interjection caramba, eh

‘N Noun beleza, felicidade, cf, ibid
‘PN Proper noun Brasil, Portugal

:NUM Numeral bilionésimo, cinco
:PPOS Preposition com, de, em, anti, circum
:PRO Pronoun me, nds, quem

sep Separator or punctuation ,

:url URL http://www.sas.com
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Part-of-Speech Tag Description Examples
vV Verb garanto, garantir, garantindo, garantido
Romanian

Table A1.23 Part-of-Speech Tags for Romanian

Part-of-Speech Tag Description Examples
A Adjective inalt

:ADV Adverb taman
:CONJ Conjunction si

:DET Determiner un

(INTJ Interjection hei

:N Noun carte
‘NUM Number trei

‘PN Proper noun Elena
:PPOS Preposition pro

:PRO Pronoun eu

:PUNC Punctuation !

Vv Verb zisesem
sinc Unknown word or non-word asdfqwert
:digit Numerical digit 999

:url Internet address http://sas.com
:date Numerical date 2017-07-31

‘time Numerical time 23:30:00
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Russian

Table A1.24 Part-of-Speech Tags for Russian

Part-of-Speech Tag Description
A Adjective
:ADV Adverb

:conj Conjunction
-digit Number

sinc Unknown word
:(INTJ Interjection

‘N Noun

:PN Proper noun
:NUM Number
:PTCL Particle

:PPOS Preposition
:PRO Pronoun

sep Separator or punctuation
:url URL

vV Verb
Slovak

Table A1.25 Part-of-Speech Tags for Slovak

Part-of-Speech Tag Description
A Adjective
:ADV Adverb

Examples

OYXOBUTbIWA, Kpacueasi, nyyLumx,
KoTopbIf, Backepsunnen

Aanblue, CKonbko-HUbyab, rae,
CKOmbKMe, NoYem

ecnu, u

123, 12.3, 12.3.2003, 12/3/2013
remuHr, analytics

ax

BErocunes, NCTopusi, ManoneTcTso,
Ap, KM, MapTVHWU, MasacTpo

LLlespone, Aigaxo, Mna, PoxaHckun,
CawwuHa, CBepanioBck, Mapus,
JaebiooBuy

OVH, AECATbIO
Obl, e
00, Bpoae

A, e€, BCAKO

http://www.sas.com

MEHATb, HaXKUMaeT, KnaguTe,
nnasana, aganTupoBaBs, Banbcupys

Examples
vSeobecné , verejnej

pravidelne, vyslovene



Part-of-Speech Tag
:CONJ

(INTJ

‘N

:NUM

:PTCL

:PPOS

:PRO

:digit
sep
‘PN
iinc
:url
:time

:date

Slovene

Description
Conjunction
Interjection
Noun
Numeral
Particle
Preposition

Pronoun

Verb

Number

Separator or punctuation
Proper noun

Unknown or foreign word
URL or email

Time

Date

Table A1.26 Part-of-Speech Tags for Slovene

Part-of-Speech Tag
A

:ADV

:CONJ

(INTJ

:NUM

Description
Adjective
Adverb
Conjunction
Interjection
Noun

Numeral

Part-of-Speech Tags for Rule Writing 139

Examples

ak , iba

oj, stop

doruceni, partnerov, ul, Dr
Styritisic, prvom

by, tiez

0, V, pre

si, Vam, vase, jeho, uriho, ktoré,
akékolvek

prinaSame, budd, nesprava, vyuzivat,
nezaostavat, presli, nemali, pozrite

1.4, -10, +421

.

Oetker, KEPe

newslettri

http://www.sas.com, info@slovakrail.sk
23:30:00

23/12/2012, 23-12-2012

Examples

prvi, ¢rna

hmalu, dale¢

ali, in

bravo, ah

dni, dogodka, itd.

dva, Sest



140 Appendix 1 / Part-of-Speech Tags (for Languages Other Than English)

Part-of-Speech Tag
:digit

:PTCL

:PPOS

:PRO

vV

sep

:Prop

:date

:time

:url

Spanish

Description

Number

Particle

Preposition

Pronoun

Verb

Separator or punctuation
Proper noun

Date

Time

URL

Table A1.27 Part-of-Speech Tags for Spanish

Part-of-Speech Tag
A

:Adv

:CONJ

:DET

:digit

iinc

(INTJ

‘PN
:PPOS
:PRO

:sep

Description
Adjective
Adverb
Conjunction
Determiner
Number
Unknown word
Interjection
Noun
Proper noun
Preposition
Pronoun

Separator or punctuation

Examples
20.3, 123
pa, spet

v, za

te, mi, vsak, kdo

sta, uporablja, suspendirali, pozabite

«
Maribor, Rogli¢
23/12/2012, 23-12-2012

23:30:00

http://www.sas.com, info@sas.com

Examples

confiable, feliz, hermoso
ahora, felizmente

ni, pero, y

mi, nuestro, al, del

21

XIXX

hola

belleza, felicidad, km, pag, sra
Chile, Espanfa

con, de, en, por

alguien, ellos, me, el, las
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Part-of-Speech Tag Description Examples

:url URL http://www.sas.com

vV Verb ayudan, ayudar, ayudando, ayudado
Swedish

Table A1.28 Part-of-Speech Tags for Swedish

Part-of-Speech Tag Description Examples

A Adjective fort

:ADV Adverb val

:CONJ Conjunction samt

:DET Determiner Ens, somlig

:NUM Number tva

(NTJ Interjection hej

‘N Noun bok, morse, st.

‘PN Proper noun Dsel, Tove, Ostmark, Viklund, Toshiba
:PPOS Preposition till

:PRO Pronoun honom, du

Vv Verb vzj\rit, varande, varats, sedd, ses, sag,

sags

Tagalog

Table A1.29 Part-of-Speech Tags for Tagalog

Part-of-Speech Tag Description Examples

A Adjective abalang, alisto
:ADV Adverb biglang, bakit
:CONJ Conjunction at, yamang

:DET Determiner ni, nina
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Part-of-Speech Tag
(INTJ

‘N

:NUM

:PN

:PPOS

:PRO

:PTCL

:url
:date
-digit
sep
iinc

;time

Thai

Description
Interjection
Noun

Number
Proper Noun
Preposition
Pronoun
Particle

Verb

URL

Date

Number
Separator or punctuation
Unknown Word

Time

Table A1.30 Part-of-Speech Tags for Thai

Part-of-Speech Tag
:ADJ

:ADV

:AUXVERB

:CLAS

:CONJ

:DET

‘END

:INTERJ

Description
Adjective
Adverb
Auxiliary verbs
Classifiers
Conjunction

Determiner

Particle used at the end of a question,

command, or entreaty

Interjection

Examples

hoy

pusa, yarda
dalawa, walumpu
Asya, Espanya

sa, dahil

akin, amin, iyo

ay

kainin, tayuan, uminom
WWW.sas.com
2015-12

1,20

»

possibilities, tropical

23:59:59

Examples

NIzdaINTEL, NTERug
A5z, fiav
an., Nal.

fiau, U

See

9, N

ay, W92

Brwy, ONT



Part-of-Speech Tag
:NEG

:NOUN
:NUMBER
:PREF
:PREP
:PRON
:PROPLOC
:PROPMISC
:PROPNAME
:PROPORG
:PUNC
:SUFF
‘VERB

:DEFAULT

Turkish

Description
Negation

Noun

Number

Prefix

Preposition

Pronoun

Proper noun, location

Proper noun, others

Proper noun, person names
Proper noun, organizations

Separator or punctuation

Suffix

Verb

Unknown words

Table A1.31 Part-of-Speech Tags for Turkish

Part-of-Speech Tag
A

:ADV

:CONJ

:date

-digit

;inc

:NUM

Description
Adjective
Adverb
Conjunction
Date

Number
Unknown word
Noun

Numeral

Part-of-Speech Tags for Rule Writing

Examples

1%,

WA, nouuiaiuLliag
da4, 1A

51, au

11, naunia

ﬂuﬁu‘], AUle

nNan, e

ﬂ_‘nfff, Aatined

nilanunl, nAguaamIUUN
AFINNEIAR, NFTENTIWURUIA INE
")

q, 1au

ansad, nsun3au

Josephson, microbridge

Examples

iyi, zor

yine, zaten

veya, hem

12/30/2000, 12/30/00, 2000-30-12
12.302.000, 5

wug

kitap, insan

dokuz, onbir, beri
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Part-of-Speech Tag
‘PN

:PRO

sep

;time

:url

Vietnamese

Description

Proper noun

Pronoun

Separator or punctuation
Time

URL

Verb

Table A1.32 Part-of-Speech Tags for Vietnamese

Part-of-Speech Tag
A

:ABBREV

:Adv

:Aux

:C

:Int

‘N
:Num
:PreDet
:Prep
‘PN
:Pro
:PUNC

:RelPro

Description
Adjective
Abbreviation
Adverb
Particle
Conjugation
Foreign word
Interjection
Noun
Numeral
Determiner
Preposition
Proper noun
Pronoun
Punctuation or symbol

Relative pronoun

Examples

Ayse, Turkce

bunlar, kendi, onlar, sen, gok
1.,

12:30:00

sas.com, www.sas.com, http://
www.sas.com

diye, bilir, bilmek, bilse, bilmis, bildi,
bilmeli, biliyor, bilmekte, bil

Examples

an toan, ban ron, lich sw
APEC, ANDT, BTNN
bdng chéc, chwa chirng
chinh

du rang, hoac la
ca-rem, Ampe, ang ten
h&i, ai cha, 6 hay

40 quéan, clru, cwong vi
2007, bay, mwoi n

mot sb

cho, vao

Viét Nam, Trung Quéc

t6i, chung may, chung n6



Part-of-Speech Tag
Vv

:DEFAULT

:date

;time

:url

Description
Verb

Unknown word
Date

Time

URL, pathname, and email address

Part-of-Speech Tags for Rule Writing

Examples
nguwdng md, lwu nghiém

d

20/2/2012, 2017-04—-10
23:59:59, 14:44

www.sas.com
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About Priority Values for Predefined Concepts 148
Arabic 148
Predefined Concept Priorities for Arabic 149
Chinese 149
Predefined Concept Priorities for Chinese 149
Croatian 150
Predefined Concept Priorities for Croatian 150
Czech 150
Predefined Concept Priorities for Czech 150
Danish 151
Predefined Concept Priorities for Danish 151
Dutch 151
Predefined Concept Priorities for Dutch 151
English 152
Predefined Concept Priorities for English 152
Farsi 152
Predefined Concept Priorities for Farsi 152
Finnish 153
Predefined Concept Priorities for Finnish 153
French 153
Predefined Concept Priorities for French 154
German 154
Predefined Concept Priorities for German 154
Greek 155
Predefined Concept Priorities for Greek 155
Hebrew 155
Predefined Concept Priorities for Hebrew 155
Hindi 156
Predefined Concept Priorities for Hindi 156
Hungarian 156
Predefined Concept Priorities for Hungarian 156
Indonesian 157
Predefined Concept Priorities for Indonesian 157

Italian 157
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Predefined Concept Priorities for Itlaian 157
Japanese 158
Predefined Concept Priorities for Japanese 158
Korean 158
Predefined Concept Priorities for Korean 159
Norwegian 159
Predefined Concept Priorities for Norwegian 159
Polish 160
Predefined Concept Priorities for Polish 160
Portuguese 160
Predefined Concept Priorities for Portuguese 160
Romanian 161
Predefined Concept Priorities for Romanian 161
Russian 161
Predefined Concept Priorities for Russian 161
Slovak 162
Predefined Concept Priorities for Slovak 162
Slovene 162
Predefined Concept Priorities for Slovene 162
Spanish 163
Predefined Concept Priorities for Spanish 163
Swedish 163
Predefined Concept Priorities for Swedish 163
Tagalog 164
Predefined Concept Priorities for Tagalog 164
Thai 164
Predefined Concept Priorities for Thai 164
Turkish 165
Predefined Concept Priorities for Turkish 165
Vietnamese 165
Predefined Concept Priorities for Vietnamese 166

About Priority Values for Predefined Concepts

Priority values are used to determine which matches are returned when overlapping matches occur. The default
priority setting is 10.

Arabic

An asterisk (*) implies that a predefined concept has the highest priority value for this language.



Table A2.1 Predefined Concept Priorities for Arabic
Predefined Concept

nipDate

nlpMoney

nlpNounGroup

nlpOrganization

nipPercent

nipPerson

nlpPlace*

nipTime

Chinese

Chinese 149

Priority Value
18
18
15
20
18
20
25

18

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.2 Predefined Concept Priorities for Chinese
Predefined Concept

nipDate

nlpMoney

nipNounGroup

nlpOrganization*

nipPercent

nlpPerson*

nipPlace*

nipTime

Priority Value
18
18
15
20
18
20
20

18
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Croatian

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.3 Predefined Concept Priorities for Croatian

Predefined Concept Priority Value
nipDate 10
nlpMeasure 10
nipMoney 10
nlpNounGroup 10
nlpOrganization 10
nlpPercent 10
nipPerson 11
nipPlace* 12
nlpTime 10
Czech

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.4 Predefined Concept Priorities for Czech

Predefined Concept Priority Value
nipDate* 10

nlpMoney* 10
nlpNounGroup 9
nlpOrganization* 10
nlpPercent* 10

nlpPerson* 10



Predefined Concept Priority Value
nlpPlace* 10

nlpTime* 10
Danish

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.5 Predefined Concept Priorities for Danish

Predefined Concept Priority Value
nipDate 10

nlpMoney 10
nlpNounGroup 15
nlpOrganization 10

nipPercent 10

nipPerson* 20

nipPlace 10

nipTime 10
Dutch

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.6 Predefined Concept Priorities for Dutch

Predefined Concept Priority Value
nipDate 18
nlpMoney 18
nlpNounGroup 15

nlpOrganization* 20

Dutch 151
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Predefined Concept
nipPercent
nlpPerson*

nlpPlace*

nipTime

English

Priority Value
18
20
20

18

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.7 Predefined Concept Priorities for English
Predefined Concept

nipDate

nipMeasure

nlpMoney

nipNounGroup

nlpOrganization*

nipPercent

nlpPerson

nipPlace

nlpTime

Farsi

Priority Value
18
20
18
15
25
18
20
20

18

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.8 Predefined Concept Priorities for Farsi

Predefined Concept

nipDate

Priority Value

18



French 153

Predefined Concept Priority Value
nlpMoney 18
nlpNounGroup 15
nlpOrganization* 20

nipPercent 18

nipPerson* 20

nipPlace* 20

nipTime 18
Finnish

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.9 Predefined Concept Priorities for Finnish

Predefined Concept Priority Value
nipDate 10

nlpMoney 10
nlpNounGroup 15
nlpOrganization* 25

nipPercent 20

nipPerson 20

nlpPlace* 25

nlpTime* 25
French

An asterisk (*) implies that a predefined concept has the highest priority value for this language.
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Table A2.10 Predefined Concept Priorities for French

Predefined Concept Priority Value
nipDate 18

nipMoney 18
nlpNounGroup 15
nlpOrganization* 20

nipPercent 18

nlpPerson* 20

nlpPlace* 20

nipTime 18
German

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.11 Predefined Concept Priorities for German

Predefined Concept Priority Value
nipDate 18
nlpMoney 25
nipNounGroup 15
nlpOrganization 25
nipPercent 18
nipPerson* 60
nipPlace 40

nipTime 18



Hebrew 155

Greek

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.12 Predefined Concept Priorities for Greek

Predefined Concept Priority Value
nlpDate* 25

nlpMoney* 25
nlpNounGroup 15
nlpOrganization 20
nipPercent® 25

nipPerson 20

nipPlace* 25

nlpTime* 25
Hebrew

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.13 Predefined Concept Priorities for Hebrew

Predefined Concept Priority Value
nipDate 18
nlpMoney 18
nlpNounGroup 15
nlpOrganization* 20
nipPercent 18
nlpPerson* 20

nlpPlace* 20
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Predefined Concept Priority Value
nipTime 18
Hindi

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.14 Predefined Concept Priorities for Hindi

Predefined Concept Priority Value
nlpDate 10

nlpMoney 10
nlpNounGroup 10
nlpOrganization 10

nipPercent 10

nipPerson 10

nipPlace* 40

nipTime 10
Hungarian

For Hungarian, there are no specific priority values for predefined concepts. The default value of 10 is used for
all of the predefined concepts listed below.

Table A2.15 Predefined Concept Priorities for Hungarian

Predefined Concept Priority Value
nipDate 10
nipMoney 10
nlpNounGroup 10

nlpOrganization 10



Predefined Concept
nipPercent
nipPerson

nipPlace

nipTime

Indonesian

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.16 Predefined Concept Priorities for Indonesian
Predefined Concept

nlpDate*

nlpMoney*

nipNounGroup

nlpOrganization*

nipPercent®

nlpPerson*

nipPlace*

nlpTime*

Italian

Priority Value
10
10
10

10

Priority Value
20
20
10
20
20
20
20

20

Italian 157

For ltalian, there are no specific priority values for predefined concepts. The default value of 10 is used for all of

the predefined concepts listed below.

Table A2.17 Predefined Concept Priorities for Itlaian

Predefined Concept

nipDate

Priority Value

10
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Predefined Concept Priority Value
nlpMoney 10
nlpNounGroup 10
nlpOrganization 10

nipPercent 10

nipPerson 10

nipPlace 10

nipTime 10
Japanese

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.18 Predefined Concept Priorities for Japanese

Predefined Concept Priority Value
nipDate* 50

nlpMoney* 50
nlpNounGroup 20
nlpOrganization* 50
nipPercent® 50

nipPerson* 50

nlpPlace* 50

nlpTime* 50
Korean

An asterisk (*) implies that a predefined concept has the highest priority value for this language.



Table A2.19 Predefined Concept Priorities for Korean
Predefined Concept

nipDate*

nlpMoney*

nlpNounGroup

nlpOrganization

nlpPercent*

nipPerson

nlpPlace*

nipTime*

Norwegian

Norwegian 159

Priority Value
50
50
35
40
50
45
50

50

For Norwegian, there are no specific priority values for predefined concepts. The default value of 10 is used for

all of the predefined concepts listed below.

Table A2.20 Predefined Concept Priorities for Norwegian

Predefined Concept
nipDate

nlpMoney
nipNounGroup
nlpOrganization
nipPercent

nlpPerson

nipPlace

nipTime

Priority Value
10
10
10
10
10
10
10

10
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Polish

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.21 Predefined Concept Priorities for Polish

Predefined Concept Priority Value
nipDate 18

nlpMoney 18
nlpNounGroup 15
nlpOrganization* 21

nipPercent 18

nipPerson 20

nipPlace 20

nipTime 18
Portuguese

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.22 Predefined Concept Priorities for Portuguese

Predefined Concept Priority Value
nipDate 18
nlpMoney 18
nlpNounGroup 15
nlpOrganization* 25
nipPercent 18
nipPerson 20

nlpPlace* 25



Russian 161

Predefined Concept Priority Value
nipTime 18
Romanian

For Romanian, there are no specific priority values for predefined concepts. The default value of 10 is used for
all of the predefined concepts listed below.

Table A2.23 Predefined Concept Priorities for Romanian

Predefined Concept Priority Value
nlpNounGroup 10
nlpOrganization 10
Russian

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.24 Predefined Concept Priorities for Russian

Predefined Concept Priority Value
nipDate* 10

nipMoney 9
nlpNounGroup* 10
nlpOrganization* 10
nlpPercent* 10

nlpPerson* 10

nipPlace* 10

nipTime* 10
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Slovak

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.25 Predefined Concept Priorities for Slovak

Predefined Concept Priority Value
nlpDate* 10

nlpMoney* 10
nlpNounGroup* 10
nlpOrganization* 10
nipPercent® 10

nipPerson 7

nipPlace 8

nlpTime* 10
Slovene

For Slovene, there are no specific priority values for predefined concepts. The default value of 10 is used for all
of the predefined concepts listed below.

Table A2.26 Predefined Concept Priorities for Slovene

Predefined Concept Priority Value
nipDate 10
nlpMeasure 10
nipMoney 10
nlpNounGroup 10
nlpOrganization 10
nipPercent 10

nipPerson 10



Predefined Concept Priority Value
nipPlace 10

nlpTime 10
Spanish

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.27 Predefined Concept Priorities for Spanish

Predefined Concept Priority Value
nipDate 18

nlpMoney 18
nlpNounGroup 15
nlpOrganization* 25

nipPercent 18

nipPerson 20

nipPlace* 25

nipTime 18
Swedish

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.28 Predefined Concept Priorities for Swedish

Predefined Concept Priority Value
nipDate 18
nlpMeasure 18
nlpMoney 18

nlpNounGroup 15

Swedish 163
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Predefined Concept Priority Value
nlpOrganization* 20

nipPercent 18

nlpPerson* 20

nipPlace* 20

nlpTime 18
Tagalog

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.29 Predefined Concept Priorities for Tagalog

Predefined Concept Priority Value
nlpDate* 50

nlpMoney* 50
nipNounGroup 35
nlpOrganization* 50
nipPercent® 50

nipPerson 40

nipPlace 45

nlpTime* 50
Thai

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.30 Predefined Concept Priorities for Thai

Predefined Concept Priority Value

nipDate 18



Vietnamese 165

Predefined Concept Priority Value
nlpMoney 18
nlpNounGroup 15
nlpOrganization* 20

nipPercent 18

nipPerson* 20

nipPlace* 20

nipTime 18
Turkish

An asterisk (*) implies that a predefined concept has the highest priority value for this language.

Table A2.31 Predefined Concept Priorities for Turkish

Predefined Concept Priority Value
nipDate 10

nlpMoney 10
nlpNounGroup 10
nlpOrganization* 1

nipPercent 10

nipPerson 10

nlpPlace 10

nipTime 10
Vietnamese

An asterisk (*) implies that a predefined concept has the highest priority value for this language.
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Table A2.32 Predefined Concept Priorities for Vietnamese
Predefined Concept
nipDate
nlpMoney*
nlpNounGroup
nlpOrganization*
nipPercent
nlpPerson*
nlpPlace*

nipTime*

Priority Value
18
20
15
20
18
20
20

20
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